Numerics of Gram-Schmidt orthogonalization

Miro Rozloznik
Institute of Computer Science, Academy of Sciences of the Czech Republic,
Prague, Czech Republic, email: miro@cs.cas.cz.

In this contribution we compare the numerical properties of the classical
(CGS) and modified (MGS) Gram-Schmidt orthogonalization. The theory
for the MGS algorithm is well-known thanks to results of Bjorck and Paige,
who have shown that for a numerically nonsingular matrix A the loss of or-
thogonality in MGS occurs in a predictable way and it can be bounded by a
term proportional to the condition number x(A) and to the roundoff unit w.
Generally accepted view for the CGS process is that due to rounding errors
the orthogonality of computed vectors can be lost very quickly or may be
even lost totally. The textbooks usually contain examples with progressive
deterioration in the orthogonality without any bound relating it to the con-
dition number of initial vectors. We will show, however, that one can derive
a bound for the loss of orthogonality in the CGS algorithm. This bound de-
pends only quadratically on the condition number of the system. This result
sounds very well with all examples used for demonstrating the unreliability
of the CGS process, what will be also illustrated on examples.

If we want to keep the computed orthogonality as close to the machine
precision as possible, we need to use the Gram-Schmidt orthogonalization
scheme with reorthogonalization. We will show that either for the CGS
or MGS process with (one) reorthogonalzation the loss of orthogonality is
preserved on the machine precision level. On the other hand, the price for it
is rather high, it is actually doubled in comparison to the standard CGS or
MGS algorithm.

From a practical point of view, the CGS algorithm is a better candidate
for parallel implementation than the MGS variant of the same algorithm
and this aspect could not be overlooked in certain computing environments.
Moreover, a new trend is emerging nowadays, several experiments are re-
porting that even if performing twice as much operations as MGS, the CGS
algorithm with one (complete) reorthogonalization may be faster. This in-
dicates that such results to certain extent may lead to reinstating of the
CGS algorithm as a suitable alternative for parallel implementation of the
Gram-Schmidt orthogonalization process.



References

1]

L. Giraud, J. Langou, M. Rozloznik, J. van den Eshof, Rounding error
analysis of the classical Gram-Schmidt orthogonalization process, Nu-
merische Mathematik (2005) 101: 87-100.

L. Giraud, J. Langou , M. Rozloznik: On the loss of orthogonality in the
Gram-Schmidt orthogonalization process , Computers and Mathematics
with Applications 50 (2005), 1069-1075.

A. Smoktunowicz, J. Barlow, and J.Langou: A note on the error analysis
of classical Gram-Schmidt, Numerische Mathematik 105(2) (2006) 299-
313.



