Recurrence for values of the zeta function
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Abstract
Using the Padé approximation of the exponential function, we obtain a general recurrence relation for values of the zeta function which contains, as particular cases, many of relations already proved. Applications to Bernoulli polynomials are given. At last, we derive some new recurrence relations with gap of length 4 for zeta numbers.
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1. Introduction and motivation

The Riemann zeta function \( \zeta(s) \) and the Hurwitz (or generalized) zeta function \( \zeta(s,a) \) are defined by

\[
\zeta(s) := \sum_{k=1}^{\infty} \frac{1}{k^s}, (\Re(s) > 1) \tag{1.1}
\]

and

\[
\zeta(s,a) := \sum_{k=0}^{\infty} \frac{1}{(k+a)^s}, (\Re(s) > 1; \ a \notin \mathbb{Z}). \tag{1.2}
\]

The series for Hurwitz zeta function converges absolutely for \( \Re(s) = \sigma > 1 \) and the convergence is uniform in the half plane \( \sigma \geq \sigma_0 > 1 \). So \( \zeta(s,a) \) is analytic in the half-plane \( \Re(s) = \sigma > 1 \). It can be represented by the following integral

\[
\zeta(s,a) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{x^{s-1} e^{-ax}}{1 - e^{-x}} \, dx, (\Re(s) > 1; \ Re(a) > 0) \tag{1.3}
\]

and can be continued meromorphically to the whole complex \( s \)-plane with a simple pole at \( s = 1 \) where the residue is 1, by the contour integral representation

\[
\zeta(s,a) = -\frac{\Gamma(1-s)}{2\pi i} \int_C \frac{(-z)^{s-1} e^{-az}}{1 - e^{-z}} \, dz, (\Re(s) > 1; \ Re(a) > 0) \tag{1.4}
\]

(the contour \( C \) is the Hankel loop i.e. composed of three parts \( C_1, C_2, C_3 \) where \( C_2 \) is a small circle of radius \( \rho \) less than \( 2\pi \) centered on the origin and \( C_1, C_3 \) are the lines \([\pm i\rho, +\infty \pm i\rho]\)). From the definition (1.2) of \( \zeta(s,a) \),

\[
\zeta(s,a) - \zeta(s,a+p) = \sum_{k=0}^{p-1} \frac{1}{(k+a)^s}, (p \in \mathbb{N}) \quad \text{and} \tag{1.4}
\]

\[
\zeta(s,a) - \zeta(s,a + \frac{1}{2}) = 2^s \sum_{k=0}^{\infty} \frac{(-1)^k}{(2a+k)^s}. \quad \text{and} \tag{1.5}
\]
Classical Bernoulli polynomials of degree $n$ in the variable $x$ are usually defined by means of the following generating function
\[ \frac{t}{e^t - 1} e^{xt} = \sum_{k=0}^{\infty} B_k(x) \frac{t^k}{k!}, \quad |t| < 2\pi. \]

The connection between $\zeta(s, x)$ for $s = -r \in \mathbb{Z}^-$ and the Bernoulli polynomials is given as follows:
\[ \zeta(-r, x) = -\frac{B_{r+1}(x)}{r+1}, \quad (r \in \mathbb{N}). \]

Moreover, for even index, the numbers $\zeta(2n), n \in \mathbb{N}$, can be expressed in terms of Bernoulli numbers $B_{2n}$ defined by $B_k := B_k(0)$, as follows:
\[ \zeta(2n) = (-1)^{n+1} \frac{(2\pi)^{2n}}{2(2n)!} B_{2n}, \quad (n \in \mathbb{N}), \]

and for odd index
\[ \zeta(2n + 1) = (-1)^{n+1} \frac{(2\pi)^{2n+1}}{2(2n+1)!} \int_0^1 B_{2n+1}(t) \cot(\pi t) dt, \quad (n \in \mathbb{N}). \]

In [14], the authors prove many identities involving the zeta function. Let us recall some of these formulas:
\[ \sum_{k=2}^{\infty} \zeta(k, 2) = 1, \]
\[ \zeta(s) = 1 + \frac{1}{s-1} - \sum_{k=1}^{\infty} \frac{(s)_k}{(k+1)!} \zeta(s+k, 2), \quad (1.6) \]
\[ (1-2^{-s}) \zeta(s) = \sum_{k=1}^{\infty} \frac{(s)_k \zeta(s+k)}{2s+k}, \quad (1.7) \]
\[ \zeta(s, a) = a^{-s} \left( \frac{1}{2} + \frac{a}{s-1} \right) + \frac{1}{2} \sum_{k=1}^{\infty} \frac{(-1)^{k-1}(s)_k (s+k+1)}{(k+2)!} \zeta(s+k+1, a), \]
\[ \sum_{k=2}^{\infty} \frac{k-1}{2^k} \zeta(k, 2) = \frac{\pi^2}{8} - 1. \]

The previous relations derive from the following identity
\[ \sum_{k=0}^{\infty} \frac{(s)_k}{k!} \zeta(s+k, a) t^k = \zeta(s, a-t), \quad (|t| < |a|), \quad (1.8) \]
easily proved by using the binomial expansion $\sum_{k=0}^{\infty} \frac{(s)_k}{k!} z^k = (1-z)^{-s}, \quad (|z| < 1)$ in the definition (1.3) of zeta function, the Pochhammer symbol $(s)_k$ is being defined as
\[ (s)_k = s(s+1) \cdots (s+k-1) = \frac{\Gamma(s+k)}{\Gamma(s)} \quad (\text{if } k \geq 1); 1 \quad (\text{if } k = 0). \]

In this article, we are interesting with recurrence formula for the values of the $\zeta$–function on the set $\{s, s+1, s+2, \ldots\}, \quad s \in \mathbb{C}$. The core of the paper is Section 3, Theorem 1. Using Padé approximants to the exponential function in the integral expression (1.3) of $\zeta(s, a)$, we prove a recurrence relation depending on five parameters $n, m, p, a, s$ where $n$ and $m$ are respectively the degree of the numerator and the degree of the denominator of the Padé approximant used to approximate the function $e^t$ and $p, a, s$ are some complex numbers.

For negative integer value of the complex number $s$, recurrence relations between Bernoulli polynomials are recovered.
The paper is organized as follows. In the next section, we recall the definition of Padé approximants to a general series and give its expression for the case of the exponential function. In Section 3, we apply Padé approximation to prove a general linear recurrence relation for the zeta numbers and in Section 6 we prove that many known linear recurrence relations are particular cases. At last, an arithmetical property of the linear combination of ζ-values is proved.

2. Padé approximant

In this section, we recall the definition of Padé approximation to general series and their expression in the case of the exponential function.

Given a function \( f \) with a Taylor expansion \( f(t) = \sum_{i=0}^{\infty} c_i t^i \) in a neighborhood of the origin, a Padé approximant denoted \([n,m]f\) to \( f \) is a rational fraction of degree \( n \) (resp. \( m \)) for the numerator (resp. the denominator):

\[
[n,m]f(t) = \frac{\alpha_0 + \alpha_1 t + \cdots + \alpha_n t^n}{\beta_0 + \beta_1 t + \cdots + \beta_m t^m}
\]

whose Taylor expansion agrees with those of \( f \) as far as possible:

\[
\sum_{i=0}^{\infty} c_i t^i - \frac{\alpha_0 + \alpha_1 t + \cdots + \alpha_n t^n}{\beta_0 + \beta_1 t + \cdots + \beta_m t^m} = O(t^{m+n+1}).
\]

In the general case, the resulting linear system has unique solutions \( \alpha_i, \beta_i \) (see, e.g., [2]).

Padé approximation is related with convergence acceleration [7], continued fractions [3, 10], orthogonal polynomials and with quadrature formulas [9]. Moreover the denominators of Padé approximants satisfy a three terms recurrence relationship [5, 6] and this property allowed finding another proof of the irrationality of \( \zeta(2) \) and \( \zeta(3) \) (see [13]).

If \( f(t) = e^t \) then

\[
[n,m]f(t) := \frac{P^{(n,m)}(t)}{Q^{(n,m)}(t)} = \frac{\sum_{j=0}^{n} \frac{(-n)_j}{j!} t^j}{\sum_{j=0}^{m} \frac{(-m-j)_j}{j!} t^j} = \frac{\sum_{j=0}^{n} \binom{m+n-j}{m-j} t^j}{\sum_{j=0}^{m} \binom{m+n-j}{m-j} t^j},
\]

where the hypergeometric series \( {}_1F_1(a, b, z) \) is defined as \( {}_1F_1(a, b, z) := \sum_{k=0}^{\infty} \frac{(a)_k}{(b)_k} \frac{z^k}{k!} \).

In what follows, we write \([n,m](t)\) for the Padé approximant to \( e^t \). Let us set

\[
\alpha_j^{(n,m)} := \binom{m+n-j}{m} \frac{1}{j^!}, \quad 0 \leq j \leq n, \quad \beta_j^{(n,m)} := \binom{m+n-j}{n} \frac{(-1)^j}{j^!}, \quad 0 \leq j \leq m.
\]

The polynomials \( P^{(n,m)}(t), Q^{(n,m)}(t) \) are then given by

\[
P^{(n,m)}(t) = \sum_{j=0}^{n} \alpha_j^{(n,m)} t^j, \quad Q^{(n,m)}(t) = \sum_{j=0}^{m} \beta_j^{(n,m)} t^j.
\]

The error term is defined by \( R^{(n,m)}(t) := e^t - [n,m](t) = e^t - \frac{P^{(n,m)}(t)}{Q^{(n,m)}(t)} \) and satisfies

\[
R^{(n,m)}(t) = \frac{(-1)^m}{Q^{(n,m)}(t)} \frac{t^{m+n+1}}{n!} \int_{0}^{1} x^m(1-x)^n e^{xt} \, dx
\]

\[
= \frac{(-1)^m}{Q^{(n,m)}(t)} \sum_{j=0}^{\infty} \frac{1}{(m+n+j+1)!} \binom{m+j}{m} t^{j+m+n+1} = O(t^{m+n+1}). \tag{2.1}
\]

\( R^{(n,m)}(t)Q^{(n,m)}(t) = e^tQ^{(n,m)}(t) - P^{(n,m)}(t) \) is called the remainder term.
3. Recurrence relation

3.1. General formula

Let us recall one method to derive the formula (1.8). In the expression of \( \zeta(s, a - t) \),

\[
\zeta(s, a - t) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{x^{s-1}e^{-(a-t)x}}{1 - e^{-x}} \, dx = \frac{1}{\Gamma(s)} \int_0^\infty \frac{x^{s-1}e^{-ax}e^{tx}}{1 - e^{-x}} \, dx,
\]
we replace \( e^{tx} \) by its Taylor expansion around \( t = 0 \) to get:

\[
\zeta(s, a - t) = \frac{1}{\Gamma(s)} \sum_{k=0}^\infty \frac{t^k}{k!} \int_0^\infty \frac{x^{s-k-1}e^{-ax}}{1 - e^{-x}} \, dx = \frac{1}{\Gamma(s)} \sum_{k=0}^\infty \frac{t^k}{k!} \Gamma(s + k) \zeta(s + k, a)
\]

\[
= \sum_{k=0}^\infty \frac{t^k}{k!} (s)_k \zeta(s + k, a).
\]

In this section, the main idea is to replace in \( \zeta(s, a - t) \), the exponential function \( e^{tx} \), not by its Taylor expansion around \( t = 0 \) but by its Padé approximant \([n, m](t)\). This gives the following main result.

**Theorem 1.** For \( n, m \in \mathbb{N}, s \in \mathbb{C} \setminus D_{n,m} \) where \( D_{n,m} := \{-n - m, 1 - \text{max}(n,m), \cdots, -1, 0, 1\} \), for \( (p, a) \in \mathbb{C}^2 \), let us define the quantity \( A_{(n,m)}^{(p)}(s, a) \) by

\[
A_{(n,m)}^{(p)}(s, a) := \left(\frac{n+m}{n}\right)^{-1} \left(\sum_{j=0}^m \frac{(n+m-j)}{n} p^j(s) \frac{j!}{j!} \zeta(s+j, a+p) - \sum_{j=0}^n \frac{(n-m-j)}{m} (-p)^j \frac{(s)}{j!} \zeta(s+j, a) \right)
\]

\[
= \sum_{j=0}^m \frac{(-m)_j}{(-n-m)_j} p^j(s) \frac{j!}{j!} \zeta(s+j, a+p) - \sum_{j=0}^n \frac{(-n)_j}{(-n-m)_j} (-p)^j \frac{(s)}{j!} \zeta(s+j, a).
\]

If \( \Re(a) > 0 \) and \( \Re(a + p) > 0 \), then

\[
A_{(n,m)}^{(p)}(s, a) = (-1)^{n+1} p^{m+n+1} \frac{1}{(n+m)!} \int_0^1 x^n(1-x)^n e^{px} dx.
\]  

(3.1)

**Proof.** Considering the remainder term for Padé approximant to \( e^{-pt} \) (2.1),

\[
e^{-pt} Q_{(n,m)}^{(n,m)}(-pt) - P_{(n,m)}^{(n,m)}(-pt) = (-1)^{n+1} p^{m+n+1} \frac{1}{n!m!} \int_0^1 x^n(1-x)^n e^{px} dx,
\]

for \( \Re(a) > 0, \Re(a + p) > 0 \) and \( \Re(s) > 1 \), we multiply the two handside members by \( \frac{t^{s-1}e^{-at}}{1 - e^{-t}} \) and integrate for \( t \in [0, \infty] \):

\[
\sum_{j=0}^m \frac{\beta_{(n,m)}^{(n,m)}(s)}{n!m!} \int_0^\infty e^{-pt} \frac{t^{j+s-1}e^{-at}}{1 - e^{-t}} \, dt - \sum_{j=0}^n \frac{\alpha_{(n,m)}^{(n,m)}(s)}{n!m!} \int_0^\infty \frac{t^{j+s-1}e^{-at}}{1 - e^{-t}} \, dt
\]

\[
= (-1)^{n+1} p^{m+n+1} \frac{1}{n!m!} \int_0^\infty \frac{t^{s-1}e^{-at}}{1 - e^{-t}} \, dt \int_0^1 x^n(1-x)^n e^{px} dx.
\]  

(3.2)

Thus, using the definition (1.3) of \( \zeta(s, a) \),

\[
\sum_{j=0}^m \frac{\beta_{(n,m)}^{(n,m)}(s)}{n!m!} \frac{1}{\Gamma(s+j)} \zeta(s+j, a+p) - \sum_{j=0}^n \frac{\alpha_{(n,m)}^{(n,m)}(s)}{n!m!} \frac{1}{\Gamma(s+j)} \zeta(s+j, a)
\]

\[
= (-1)^{n+1} p^{m+n+1} \frac{1}{n!m!} \Gamma(s + m + n + 1) \int_0^1 x^n(1-x)^n dx \int_0^\infty \frac{t^{s+m+n}e^{-(a+px)t}}{1 - e^{-t}} \, dt
\]

\[
= (-1)^{n+1} p^{m+n+1} \frac{1}{n!m!} \Gamma(s + m + n + 1) \int_0^1 x^n(1-x)^n \zeta(s + m + n + 1, a + px) dx.
\]  

(3.3)

(3.4)

(3.5)
which proves the Theorem 1, after division by \( \Gamma(s)\frac{(n+m)}{n} \) for \( \Re(s) > 1 \). (Note that the interversion of the signs sum is motivated by the inequality
\[
\left| x^m(1-x)^n e^{x+m+n} e^{-(a+px)t} \right| \leq t^{\Re(s)+m+n-1} e^{-\min\{\Re(a),\Re(a+p)\}t}
\]
which is integrable on \((t,x) \in [0, \infty) \times [0,1]\).

Now, for fixed \( a \) and \( p \) such that \( \Re(a) > 0, \Re(a+p) > 0 \), the two functions of the variable \( s \),
\[
A_{(n,m)}(s,a) \quad \text{and} \quad (-1)^{n+1} p^{m+n+1} (s,a) \frac{1}{(n+m)!} \int_0^1 x^m(1-x)^n \zeta(s+m+n+1,a+px)dx
\]
are analytic on \( s \in \mathbb{C} \setminus D_{n,m} \) and are equal for \( \Re(s) > 1 \), so the equality (3.3) is valid for all complex number \( s \) in \( \mathbb{C} \setminus D_{n,m} \).\textbf{ ■}

**Remark 1.** The conditions \( \Re(a) > 0 \) and \( \Re(a+p) > 0 \) are not restrictive since
\[
\zeta(s,a) = \zeta(s,a+k) + \sum_{k=0}^{\infty} \frac{1}{(a+p)^k}, \quad \text{and} \quad \zeta(s,a+k) \quad \text{will satisfy} \quad \Re(a+k) > 0 \quad \text{for suitable integer} \quad k.
\]

### 3.2. Convergence

Now, we are interesting with the convergence of \( A_{(n,m)}(s,a) \) when \( n \) or \( m \) tend to infinity.

**Lemma 1.** If \( |p| \leq |a|, |p| \leq |a+p|, \Re(a) > 0 \) and \( \Re(a+p) > 0 \) then \( \forall s \in \mathbb{C} \setminus \mathbb{Z}^- \setminus \{1\} \)
\[
\left| \int_0^1 x^m(1-x)^n \zeta(s+m+n+1,a+px)dx \right| \leq C \frac{1}{|a|^{m+1}} \frac{1}{|a|^n},
\]
where \( C \) is some constant independent of \( m \) and \( n \).

**Proof.** First we will prove that for fixed \( c \in \mathbb{C} \) with \( \Re(c) > 0 \) we have \( \lim_{\Re(z) \to +\infty} c^\zeta(z,c) = 1 \). Actually, \( |c^\zeta(z,c) - 1| \leq \sum_{k=1}^{\infty} \left| \frac{c}{c+k} \right|^{\Re(z)} \exp\left(-\Re(z) \text{Arg} \left( \frac{c}{c+k} \right) \right) \leq e^{\Re(z)||\text{Arg}(c)||} \sum_{k=1}^{\infty} \left| \frac{c}{c+k} \right|^{\Re(z)} \)
which tends to 0 when \( \Re(z) \) tends to infinity.

Now, if we take \( c = a + px \), then \( \forall x \in [0,1] \), from the hypothesis, \( \Re(a+px) > 0 \) which implies \( \forall k \geq 1, \forall x \in [0,1], |\frac{a+px}{a+px+k}| < 1 \). Thus \( |\zeta(s+m+n+1,a+px)|/(a+px)^{s+m+n+1} \) is bounded by some constant \( K \) independent of \( x \in [0,1], m \in \mathbb{N} \) and \( n \in \mathbb{N} \).

This implies
\[
\left| \int_0^1 x^m(1-x)^n \zeta(s+m+n+1,a+px)dx \right|
= \left| \int_0^1 \frac{x^m(1-x)^n}{(a+px)^{m+n+1}} \zeta(s+m+n+1,a+px)(a+px)^{s+m+n+1} dx \right|
\leq K \int_0^1 \left( \frac{x}{a+px} \right)^m \left( \frac{1-x}{a+px} \right)^n \frac{dx}{|(a+px)^{s+1}|}
\leq K \int_0^1 \left( \frac{x}{a+px} \right)^m \left( \frac{1-x}{a+px} \right)^n \int_0^1 \frac{dx}{|(a+px)^{s+1}|}.
\]

Let us assume that \( |p| \leq |a| \) and calculate the derivative of \( \phi(x) := \frac{x^2}{|a+px|^4} \).
\[
\phi'(x) = \frac{x(2|a|^2 + (\bar{a}+a\bar{p})x)}{|a+px|^4} \geq 0, \forall x \in [0,1], \text{ since } |(\bar{a}+a\bar{p})x| \leq 2|a| |p| x \leq 2|a| |p| \leq 2|a|^2.
\]
Thus \( \phi \) is increasing on \([0,1]\) and \( \max_{0 \leq x \leq 1} \frac{x}{|a+px|} = \frac{1}{|a+p|} \).

With the change of variable \( X = 1-x \), we deduce that \( |p| \leq |a+p| \Rightarrow \max_{0 \leq x \leq 1} \frac{1-x}{|a+px|} = \max_{0 \leq X \leq 1} \frac{X}{|a+p-px|X} = \frac{1}{|a|} \) and Lemma 1 is proved with \( C = K \int_0^1 \frac{dx}{|(a+px)^{s+1}|} \).\textbf{ ■}

We are now in position to prove the convergence of the general formula (3.1).
The first polynomials are

We recall that Bernoulli polynomials are defined by

4. Applications to Bernoulli polynomials

In 2000, T. Agoh [1] proved a general linear recurrence relation between Bernoulli and Euler polynomials. More recently, in [8], Chen and Sun made use of Zeilberger’s algorithm to give new proofs of most of the existing recurrence relations for Bernoulli polynomials. They also derived two new identities which are particular cases of the following theorem.

\[ \frac{t}{e^t - 1} e^{xt} = \sum_{k=0}^{\infty} B_k(x) \frac{t^k}{k!}, \quad |t| < 2\pi. \]

The first polynomials are \( B_0(x) = 1, \; B_1(x) = x - 1/2, \; B_2(x) = x^2 - x + 1/6. \)

From the generating function of the Bernoulli polynomials, it is easily proved that

\[ B_n(1 - x) = (-1)^n B_n(x), \; B_n(x + 1) - B_n(x) = n x^{n-1}, \; B_n(x + y) = \sum_{k=0}^{n} \binom{n}{k} B_k(x) y^{n-k}. \]
Theorem 3. For \( r \in \mathbb{N}, r \in [\max(n, m), m+n-1], (m \geq 1, n \geq 1) \)

\[
\sum_{j=0}^{m} \binom{n+m-j}{n} \binom{r+1}{j} (-p)^j B_{r+1-j}(a+p) = \sum_{j=0}^{n} \binom{n+m-j}{m} \binom{r+1}{j} p^j B_{r+1-j}(a). \tag{4.1}
\]

For \( r \in \mathbb{N}, r \geq m+n+1, \)

\[
\sum_{j=0}^{m} \binom{n+m-j}{n} \binom{r+1}{j} (-p)^j B_{r+1-j}(a+p) - \sum_{j=0}^{n} \binom{n+m-j}{m} \binom{r+1}{j} p^j B_{r+1-j}(a)
= (-1)^m \sum_{k=0}^{r-n-m} \binom{r-n-k}{m} B_k(a)p^{r-k+1}. \tag{4.2}
\]

For \( r = m+n, \)

\[
\sum_{j=0}^{m} \binom{n+m-j}{n} \binom{m+n+1}{j} (-p)^j B_{m+n+1-j}(a+p) - \sum_{j=0}^{n} \binom{n+m-j}{m} \binom{m+n+1}{j} p^j B_{m+n+1-j}(a)
= (-1)^m p^{m+n+1}. \tag{4.3}
\]

Proof. For some negative integer \( s = -k, (k \in \mathbb{N}), \) the connection between \( \zeta\) function and Bernoulli polynomials is given by \( \zeta(-k, x) = -\frac{B_{k+1}(x)}{k+1}. \)

So, in the formula (3.1), we have to consider the sets \( \{s+j, 0 \leq j \leq m\} \cap \mathbb{Z}^- \), \( \{s+j, 0 \leq j \leq n\} \cap \mathbb{Z}^- \), and \( \{s+m+n+1\} \cap \mathbb{Z}^- \).

In (3.1), let us \( s = -r, \) with \( r \) a positive integer \( r \geq \max(n, m). \) After simplification, (3.1)

\[
\sum_{j=0}^{m} \binom{n+m-j}{n} \binom{r+1}{j} p^j (-1)^j \zeta(s+j, a+p) - \sum_{j=0}^{n} \binom{n+m-j}{m} \binom{r+1}{j} (-p)^j \frac{\zeta(s+j, a)}{j!} = \binom{n+m}{n} A^{(p)}_{(n,m)}(s, a)
\]

becomes

\[
\sum_{j=0}^{m} \binom{n+m-j}{n} \binom{r+1}{j} p^j (-1)^j \frac{B_{r+1-j}(a+p)}{r+1} + \sum_{j=0}^{n} \binom{n+m-j}{m} \binom{r+1}{j} p^j \frac{B_{r+1-j}(a)}{r+1}
= \binom{n+m}{n} A^{(p)}_{(n,m)}(-r, a) \tag{4.4}
\]

where \( A^{(p)}_{(n,m)}(-r, a) = (-1)^{n+1} p^{m+n+1} \frac{(-r)_{m+n+1}}{(n+m)!} \int_{0}^{1} x^{m+1}(1-x)^n \zeta(-r+m+n+1, a+px)dx. \)

First case: \( r \in [\max(n, m), m+n-1]. \) We have \( \{r+j, 0 \leq j \leq m\} \subset \mathbb{Z}^-, \{r+j, 0 \leq j \leq n\} \subset \mathbb{Z}^- \).

and \( r-m+n+1 \in \mathbb{Z}^- \) and thus \( \zeta(-r+j, x) = -\frac{B_{r-j+1}(x)}{r-j+1} \) for \( j \in [0, \max(m, n)]. \) Since \( r \in [\max(n, m), m+n-1], (-r)_{m+n+1} = 0 \) and thus \( A^{(p)}_{(n,m)}(-r, a) = 0. \) After multiplication by \( (r+1), \) it arises formula (4.1).

Second case: \( r \geq m+n+1. \) In that case,

\[
A^{(p)}_{(n,m)}(-r, a) = (-1)^{n+1} p^{m+n+1} \frac{(-r)_{m+n+1}}{(n+m)!} \int_{0}^{1} x^{m+1}(1-x)^n \frac{-B_{r-n-m}(a+px)}{r-n-m} dx.
\]

Using the following relation \( B_N(x+y) = \sum_{k=0}^{N} \binom{N}{k} B_k(x) y^{N-k}, \) we obtain
\[
\int_0^1 x^m (1-x)^n B_{r-n-m} (a+px) dx = \sum_{k=0}^{r-n-m} \binom{r-n-m}{k} B_k(a) p^{-n-m-k} \int_0^1 x^{r-n-k} (1-x)^n dx
\]
\[
= \sum_{k=0}^{r-n-m} \binom{r-n-m}{k} B_k(a) p^{-n-m-k} \frac{1}{(r-n-k+1) \binom{n}{k}}
\]
and thus
\[
A_{(n,m)}^{(p)} (-r,a) = \frac{(-1)^n p^{m+n+1} (-r)^{m+n+1}}{(n+m)! (r-n-m)} \sum_{k=0}^{r-n-m} \frac{\binom{r-n-m}{k}}{(r-n-k+1) \binom{n}{k}} B_k(a) p^{-n-m-k}
\]
\[
= \frac{(-1)^n p^{m+n+1} (-r)^{m+n+1}}{(n+m)! (r-n-m)} \sum_{k=0}^{r-n-m} \frac{m! (r-m-n)!}{(r+1)!} \binom{r-n-k+1}{m} \binom{r+1}{k} B_k(a) p^{-n-m-k}
\]
\[
= \frac{(-1)^{m+1}}{(r+1)} \binom{n+m}{n} \sum_{k=0}^{r-n-m} \binom{r-n-k}{m} \binom{r+1}{k} B_k(a) p^{-k+1}.
\]

From (4.4) we deduce
\[
\sum_{j=0}^{n} \binom{n+m-j}{m} p^j \binom{r+1}{j} B_{r+1-j}(a) - \sum_{j=0}^{m} \binom{n+m-j}{n} (-p)^j \binom{r+1}{j} B_{r+1-j}(a+p) = (-1)^{m+1} \binom{r-n-m}{m} \binom{r+1}{k} B_k(a) p^{-k+1} \text{ which is formula (4.2).}
\]

Third case: \( r = m + n \). In that case,
\[
A_{(n,m)}^{(p)} (-m-n, a) = \lim_{s \to -m-n} (-1)^{n+1} p^{m+n+1} \binom{s+m+n+1}{n} \int_0^1 x^m (1-x)^n \zeta(s+m+n+1, a+px) dx.
\]
Since \( \lim_{z \to 1} (z-1) \zeta(z, a + px) = 1 \), uniformly on \( x \in [0, 1] \),
\[
\binom{n+m}{n} A_{(n,m)}^{(p)} (-m-n, a) = (-1)^{n+1} p^{m+n+1} \frac{(-1)^{m+n} (m+n)!}{n! (m+n+1)! (m+1)} = (-1)^{m+1} \frac{p^{m+n+1}}{m+n+1}.
\]

Formula (4.3) follows from
\[
\sum_{j=0}^{m} \binom{n+m-j}{n} p^j (-1)^{j+1} \binom{r+1}{j} B_{r+1-j}(a+p) \frac{r+1}{r+1} - \sum_{j=0}^{n} \binom{n+m-j}{m} (-p)^j (-1)^{j+1} \binom{r+1}{j} B_{r+1-j}(a) \frac{r+1}{r+1}
\]
\[
= \binom{n+m}{n} A_{(n,m)}^{(p)} (-r, a)
\]
\[
= \sum_{j=0}^{m} \binom{n+m-j}{n} p^j (-1)^{j+1} \binom{m+n+1}{j} B_{m+n+1-j}(a+p) \frac{m+n+1}{m+n+1} - \sum_{j=0}^{n} \binom{n+m-j}{m} (-p)^j (-1)^{j+1} \binom{m+n+1}{j} B_{m+n+1-j}(a) \frac{m+n+1}{m+n+1} = (-1)^{m+1} \frac{p^{m+n+1}}{m+n+1}.
\]

\[\blacksquare\]

**Remark 3.** Theorem 3 has been proved in [11] using the generating function of the Bernoulli polynomials; similar formulas for Euler polynomials and Apostol-type polynomials are also available.
5. Expression of $A_{(n,m)}^{(p)}(s,a)$ for $m = \lambda n$.

In the case $m = \lambda n$, it is possible to prove an integral formula for the linear combination of zeta values defined by $A_{(n,m)}^{(p)}(s,a)$. This expression will imply that a sequence $(v_n)_{n \in \mathbb{N}}$ defined with respect to $A_{(n,\lambda n)}^{(p)}(s,a)$ is totally oscillating and thus gives its speed of convergence to zero.

**Definition 1.** 1) A sequence $(u_n)$ is called totally monotonic (TM) if there exists a non negative measure $d\mu$ with infinitely many points of increase such that

$$\forall n \in \mathbb{N}, u_n = \int_0^\infty x^n d\mu(x).$$

If the support of the measure $d\mu$ is the interval $[0,1/R]$, then for all $n$ we have $u_{n+1}/u_n \leq R$ and $\lim_n u_{n+1}/u_n = R$. If $R = 1$, it is equivalent to

$$\forall n \in \mathbb{N}, k \in \mathbb{N}, (-1)^k \Delta^k(u_n) > 0$$

where $\Delta^0(u_n) := u_n$ and $\Delta^{k+1}u_n = \Delta^k u_{n+1} - \Delta^k u_n$. (see [15], p. 108).

2) If $(-1)^n u_n$ is TM, then $(u_n)_n$ is called totally oscillating (TO).

**Remark 4.** If a sequence is TM or TO, it is very easy to accelerate its convergence with for example the epsilon-algorithm [4] or the modified moment method [12].

**Theorem 4.** Let us set $\lambda = \frac{m}{n} (n \geq 1)$. If $s,a$ and $p$ are positive real numbers, then we have the following integral representation

$$A_{(n,\lambda n)}^{(p)}(s,a) = (-1)^{n+1} p^{(1+\lambda)n+1} \frac{(s)(1+\lambda)n+1}{(n+\lambda)!} \int_0^{M_0} u^n \phi(u) du, \quad (5.1)$$

with $M_0 = \frac{\lambda^\lambda}{(\lambda + 1)^{\lambda+1}} \frac{1}{a(a+p)^\lambda}$ if $\lambda > 0$, $M_0 = \frac{1}{a}$ if $\lambda = 0$, and $\phi(u)$ is a positive function depending on $\lambda, s, a$ and $p$. Moreover, from the theory of moments $\int_0^{M_0} u^n \phi(u) du = O(M_0^n)$.

**Proof.** In the expression $\int_0^1 x^{\lambda n}(1-x)^n \zeta(s + (\lambda + 1)n + 1, a + px)dx$, we replace the $\zeta$-function by its series:

$$\int_0^1 x^{\lambda n}(1-x)^n \zeta(s + (\lambda + 1)n + 1, a + px)dx = \int_0^1 x^{\lambda n}(1-x)^n \sum_{k=0}^\infty \frac{1}{(k+a+px)^{s+(\lambda+1)n+1}} dx$$

$$= \sum_{k=0}^\infty \int_0^1 \left( \frac{x^{\lambda}(1-x)}{(k+a+px)^{\lambda+1}} \right)^n \frac{1}{(k+a+px)^{s+(\lambda+1)n+1}} dx.$$

The hypothesis imply that $a+px > 0$ and $s+(\lambda+1)n+1 > 1$. So the series $\sum_{k=0}^\infty \frac{1}{(k+a+px)^{s+(\lambda+1)n+1}}$ is normally convergent on $x \in [0,1]$. The interversion of the sign $\sum$ and $\int$ are then allowed.

Now, for each integer $k$, we set

$$\Psi_k(x) := \frac{x^{\lambda}(1-x)}{(k+a+px)^{\lambda+1}} \geq 0, x \in [0,1].$$

For $\lambda > 0$, the function $\Psi_k$ attains its maximum $M_k$ at $x_k = ((\lambda + 1) + p/(a + k))^{-1} \in [0,1]$ and

$$M_k := \max\{\Psi_k(x), x \in [0,1]\} = \frac{\lambda^\lambda}{(\lambda + 1)^{\lambda+1}} \frac{1}{(k+a)(k+a+p)^\lambda} > 0.$$
If \( \lambda = 0 \), then \( \Psi_k \) is decreasing on \([0, 1]\) and thus \( M_k = \Psi_k(0) = \frac{1}{k+a} > 0 \).
Note that the \( (M_k)_{k \in \mathbb{N}} \) is a decreasing sequence.
The function \( \Psi_k \) applies the interval \([0, 1]\) on \([0, M_k]\):

\[
0 \leq u = \Psi_k(X) \leq M_k \iff \Phi_{k,-}(u) \leq X \leq \Phi_{k,+}(u).
\]
For example, if \( \lambda = 1 \),

\[
\Phi_{k,\pm}(u) = 1 - 2(a + k)pu \pm \sqrt{1 - 4(a + k)^2u - 4(a + k)pu} \quad \frac{2(1 + p^2u)}{2}.
\]

It implies that

\[
\sum_{k=0}^{\infty} \int_0^1 \left( \frac{x^\lambda(1-x)}{(k+a+px)^{\lambda+1}} \right)^n \frac{1}{(k+a+px)^{s+1}} dx = \sum_{k=0}^{M_k} \int_0^{M_k} u^n \left( \frac{d\Phi_{k,-}(u)}{(k+a+p\Phi_{k,-}(u))^{s+1}} - \frac{d\Phi_{k,+}(u)}{(k+a+p\Phi_{k,+}(u))^{s+1}} \right) du
=: \sum_{k=0}^{M_k} \int_0^{M_k} u^n \varphi_k(u) du = \int_0^{M_0} u^n \phi(u) du,
\]

where we have set \( \phi(u) := \sum_{k=0}^{\infty} Id_{[0,M_k]}(u)\varphi_k(u) \).

The functions \( \Phi_{k,-} \) and \( \Phi_{k,+} \) are respectively increasing and decreasing, so all the functions \( \varphi_k \) are positive on \([0, M_k]\), and the function \( \phi \) is a positive function on \([0, M_0]\). Thus, for each fixed positive reals numbers \( s, a, p, \) the sequence \( \left( A_{(n,\lambda n)}^{(p)}(s, a)/\left( \frac{p(1+\lambda)n+1(s(1+\lambda)n+1)}{(n+\lambda n)!} \right) \right)_{n \geq 1} \)

is a totally oscillating sequence with an integral representation on the interval \([0, M_0]\).

6. Limit case: \( m = \lambda n \) and \( n \) tends to infinity

In this section, we will study Theorem 2 when \( m \) and \( n \) tends to infinity with \( m = \lambda n \).
Let us recall the expression for \( A_{(n,\lambda n)}^{(p)}(s, a) :\)

\[
A_{(n,\lambda n)}^{(p)}(s, a) = \sum_{j=0}^{m} \frac{(-m)_j}{(-n-m)_j} p^j \frac{(s)_j}{j!} \zeta(s+j, a+p) - \sum_{j=0}^{n} \frac{(-n)_j}{(-n-m)_j} (-p)^j \frac{(s)_j}{j!} \zeta(s+j, a).
\]

Let us assume that \( m = \lambda n \) with \( n \) going to infinity. If \( |p| \leq |a|, |p| \leq |a + p| \), with one equality being strict, then Theorem 2 implies

\[
\forall s \in \mathbb{C} \smallsetminus \mathbb{Z}^- \smallsetminus \{1\}, \lim_{n \to \infty} A_{(n,\lambda n)}^{(p)}(s, a) = 0,
\]
and using the following asymptotics, for fixed \( j \in \mathbb{N} \)

\[
\frac{(-\lambda n)_j}{(-n-\lambda n)_j} \sim_{n \to \infty} \left( \frac{\lambda}{\lambda + 1} \right)^j, \quad \frac{(-n)_j}{(-n-\lambda n)_j} \sim_{n \to \infty} \left( \frac{1}{\lambda + 1} \right)^j,
\]
we get

\[
\sum_{j=0}^{\infty} \left( \frac{\lambda}{\lambda + 1} \right)^j p^j \frac{(s)_j}{j!} \zeta(s+j, a+p) - \sum_{j=0}^{\infty} \left( \frac{1}{\lambda + 1} \right)^j (-p)^j \frac{(s)_j}{j!} \zeta(s+j, a) = 0. \quad (6.1)
\]

where \( \lambda \) is a positive rational number. Then, we are led to the following theorem.
Theorem 5. If $|p| \leq |a|$ and $|p| < |a + p|$ or $|p| < |a|$ and $|p| \leq |a + p|$ and if $\Re(a) > 0$, $\Re(a + p) > 0$, then $\forall s \in \mathbb{C} \setminus \mathbb{Z}^{-} \setminus \{1\}, \forall \lambda \in \mathbb{C}, \Re(\lambda) > -1/2$,

$$
\sum_{j=0}^{\infty} \left( \frac{\lambda}{\lambda + 1} \right)^j s^j j! \zeta(s + j, a + p) = \sum_{j=0}^{\infty} \left( \frac{1}{\lambda + 1} \right)^j (-p)^j j! \zeta(s + j, a). \tag{6.2}
$$

For the particular value $p = 1/2$,

$$
\sum_{j=1}^{\infty} \left( \frac{\lambda}{\lambda + 1} \right)^j - \left( \frac{-1}{\lambda + 1} \right)^j \frac{s^j}{2^j j!} \zeta(s + j, a) = 2^s \sum_{j=0}^{\infty} \left( \frac{\lambda}{\lambda + 1} \right)^j \frac{s^j}{(2a + k)^{s+j}} \sum_{k=0}^{\infty} (-1)^k \lambda^{k+j} \left( \frac{\lambda}{\lambda + 1} \right)^s
$$

Moreover, for each integer $p$, if $|a| \geq p$ and $\Re(a) > 0$, then

$$
\sum_{j=1}^{\infty} \frac{\lambda^j - (-1)^j}{(\lambda + 1)^j} \frac{p^j}{j!} s^j \zeta(s + j, a) = \sum_{k=0}^{p-1} \left( k + a - \frac{p\lambda}{\lambda + 1} \right)^{-s}. \tag{6.4}
$$

Proof. If $\Re(\lambda) > -1/2$ then $\left| \frac{\lambda}{\lambda + 1} \right| < 1$ and thus $\left| \frac{\lambda p}{\lambda + 1} \right| < |a|$, $\left| \frac{\lambda p}{\lambda + 1} \right| < |a + p|$. The hypothesis of (1.8) are satisfied and it can be found that both sides of (6.2) are equal to $\zeta \left( s, a - \frac{p\lambda}{\lambda + 1} \right)$.

For $p = 1/2$, we have used (6.2) and the relation $\zeta(s + j, a + 1/2) = \zeta(s + j, a) - 2^{s+j} \sum_{k=0}^{\infty} \frac{(-1)^k}{(2a + k)^{s+j}}$. If $p$ is an integer, formula (6.4) follows from the following identities

$$
\zeta(s, a + p) = \zeta(s, a) - \sum_{k=0}^{p-1} \frac{1}{(k + a)^s}
$$

$$
\sum_{j=0}^{\infty} \left( \frac{p\lambda}{(\lambda + 1)(k + a)} \right)^j \frac{s^j}{j!} = \left( 1 - \frac{p\lambda}{(\lambda + 1)(k + a)} \right)^{-s}, \quad 0 \leq k \leq p - 1.
$$

Remark 5. In (5.1), since the support of the weight function $\phi(u)$ is $[0, M_0]$, the theory of the moments implies that the $n^{th}$ root of $\int_0^{M_0} u^n \phi(u)du$ converges to $M_0$ when $n$ tends to infinity. Thus, the sequence $\left( A_{(n, \lambda_n)}^{(p)}(s, a) \right)_{n \in \mathbb{N}}$:

$$
A_{(n, \lambda_n)}^{(p)}(s, a) = (-1)^{n+1} p^{(1 + \lambda)n + 1} \frac{(s)(1 + \lambda)n + 1}{(n + \lambda)!} \int_0^{M_0} u^n \phi(u)du
$$

satisfies

$$
\lambda > 0 \Rightarrow \lim_{n} \left| A_{(n, \lambda_n)}^{(p)}(s, a) \right|^{1/n} = \left| \frac{\lambda^\lambda}{(\lambda + 1)^{\lambda+1} a(a + p)\lambda} \right| < 1,
$$

$$
\lambda = 0 \Rightarrow \lim_{n} \left| A_{(n, 0)}^{(p)}(s, a) \right|^{1/n} = \left| \frac{p}{a} \right| < 1.
$$
Corollary 1. For all $s \in \mathbb{C} \setminus \mathbb{Z}^- \setminus \{1\}$, then ( [14], chap. 3):

$$\sum_{j=1}^{\infty} \frac{(-1)^{j+1} (s)_j}{j!} \zeta(s+j,a) = \sum_{k=0}^{p-1} (k+a-p)^{-s}, (p \in \mathbb{N}, \Re(a) > 0, |a| \geq p), \quad (6.10)$$

$$\sum_{j=1}^{\infty} \frac{(-1)^{j+1} (s)_j}{j!} \zeta(s+j,a) = a^{-s}, (\Re(a) > 0, |a| \geq 1), \quad (6.11)$$

$$\zeta(s,a) = a^{-s} \left(1 + \frac{a}{s-1}\right) + \frac{1}{2} \sum_{k \geq 1} \frac{(-1)^{k-1} (s)_k}{(k+2)!} \zeta(s+k+1,a), (\Re(a) > 0, |a| \geq 1). \quad (6.12)$$

**Proof.** If we set $\lambda = 0$ in (6.4) then

$$\sum_{j=1}^{\infty} \frac{(-1)^{j+1} (s)_j}{j!} \zeta(s+j,a) = \sum_{k=0}^{p-1} (k+a)^{-s}.$$ 

The value $p = 1$ in the previous formula leads to (6.11).

If we substitute $s$ by $s - 1$, in (6.11), and after dividing by $(s-1)$ we obtain

$$\sum_{j=1}^{\infty} \frac{(-1)^{j+1} (s)_j}{j!} \zeta(s-1+j,a) = \frac{a^{-s+1}}{s-1}.$$ 

Formula (6.11) follows from the addition of the previous formula with the following identity

$$\sum_{j=1}^{\infty} \frac{(-1)^{j+1} (s)_j}{j!} \zeta(s+j,a) \frac{1}{2} = \frac{a^{-s}}{2}. \quad \blacksquare$$

7. Lacunary recurrence relations

If in (6.3), (6.4), we let $\lambda = 1$, then only $\zeta$-values with odd index are involved and we get:
Corollary 3. For all complex numbers different from 0, -2, -4, ..., then ([14], chap. 4):

\[
\sum_{j \text{ odd}}^{\infty} 2^{1-j} \frac{p^j (s)}{j!} \zeta(s + j, a) = \sum_{k=0}^{p-1} \left( k + a - \frac{p}{2} \right)^{-s}, (p \in \mathbb{N}, \Re(a) > 0, |a| \geq p),
\]

(7.1)

\[
\sum_{j \text{ odd}}^{\infty} 2^{1-j} \frac{s_j}{j!} \zeta(s + j, a) = \left( a - \frac{1}{2} \right)^{-s}, (\Re(a) > 0, |a| \geq 1),
\]

(7.2)

\[
\sum_{j \text{ odd}}^{\infty} \frac{s_j \zeta(s + j)}{j!} = 2^{s-1}.
\]

(7.3)

**Proof.** The first formula is obtained by setting \( \lambda = 1 \) in (6.4). Then, the next formulas are only particular cases of the first one with \( p = 1 \) for (7.2), and \( p = 1, a = 1 \) for (7.3).

The following lacunary formulas seem to be new:

Corollary 4.

\[
\sum_{k=0}^{\infty} \left( -\frac{1}{4} \right)^k \zeta(4k + 3) = 1,
\]

(7.4)

\[
\sum_{k=0}^{\infty} \left( -\frac{1}{4} \right)^k (4k + 3) \zeta(4k + 4) = 2.
\]

(7.5)

**Proof.** If we take \( \lambda = i \ (i^2 = -1) \) in formula (6.4), with \( p = 1 \), we obtain

\[
\sum_{j=1}^{\infty} \frac{ij - (-1)^j}{(i + 1)^j} \frac{s_j}{j!} \zeta(s + j, a) = \left( a - \frac{i}{i+1} \right)^{-s}.
\]

Equating imaginary part for the two handsides gives

\[
\sum_{j \equiv 2(4)}^{\infty} \left( -\frac{1}{4} \right)^{\frac{j+2}{2}} \frac{s_j}{j!} \zeta(s + j, a) = 3 \left( a - \frac{i}{i+1} \right)^{-s},
\]

(7.6)

and \( a = 1, s = 1 \) and \( s = 2 \) in (7.6) implies Corollary 4.

8. An arithmetical property

In this section we restrict ourselves to the case \( m = \lambda n \in \mathbb{N}, \ p = 1, a = 1, s \in \mathbb{N} \setminus \{0, 1\} \).

**Theorem 6.** For each integers \( \lambda \geq 1, s \geq 2 \), there exist sequence of integers \( \beta_0(n), (\alpha_j(n))_{0 \leq j \leq \lambda n} \) such that

\[
\lim_{n \to \infty} \left( \beta_0(n) + \sum_{j=0}^{\lambda n} \alpha_j(n) \zeta(s + j) \right) = 0.
\]

More precisely,

\[
0 \leq (-1)^{n+1} \left( \beta_0(n) + \sum_{j=0}^{\lambda n} \alpha_j(n) \zeta(s + j) \right) \leq \frac{(s+1)n + \lambda n}{n!(\lambda n)!} M_0^n = O(2^{-\lambda n}),
\]

where \( M_0 := \frac{2^{-\lambda n}}{(\lambda + 1)^{\lambda n}} \).
Remark 6. If \( \lambda \) is positive on \([0, M_0]\), we can write
\[
\sum_{j=0}^{\frac{\lambda n}{n}} \left( \binom{n+\lambda n - j}{n} - (-1)^j \binom{n+\lambda n - j}{n} \right) \frac{(s+j)!}{\lambda^n} \zeta(s+j) - \frac{(s+n+s)}{\lambda^n} = \left( \frac{n+\lambda n}{n} \right) A_{(n,n)}^{(1)}(s,1)
\]
with \( A_{(n,n)}^{(1)}(s,1) = (-1)^{n+1} \frac{(s)(1+\lambda)n+1}{(n+\lambda n)!} \int_0^1 x^{\lambda n}(1-x)^n \zeta(s+\lambda n+n+1,1+x)dx \)
\[
= (-1)^{n+1} \frac{(s)(1+\lambda)n+1}{(n+\lambda n)!} \int_0^{M_0} u^n \phi(u) du. \text{ (See (5.1))}
\]

The proof is achieved by setting
\[
\beta_0(n) := -\frac{(\lambda n + n + s)}{\lambda n} \in \mathbb{N}, \quad \alpha_j(n) := \left( \binom{n+\lambda n - j}{n} - (-1)^j \binom{n+\lambda n - j}{n} \right) \frac{(s+j)!}{\lambda^n} \in \mathbb{N}
\]

Then, using Stirling formula,
\[
0 \leq (-1)^{n+1} \frac{(s)(1+\lambda)n+1}{(n+\lambda n)!} \int_0^{M_0} \phi(u) du = -\frac{(s)(1+\lambda)n+1}{(n+\lambda n)!} M_0^{1/n} A_{(0,0)}^{(1)}(s,1)
\]
\[
= \frac{(s)(1+\lambda)n+1}{(n+\lambda n)!} M_0^{1/n} \frac{1}{s} \frac{1}{(n+\lambda n)!} M_0^n.
\]

The proof is achieved by setting
\[
\beta_0(n) := -\frac{(\lambda n + n + s)}{\lambda n} \in \mathbb{N}, \quad \alpha_j(n) := \left( \binom{n+\lambda n - j}{n} - (-1)^j \binom{n+\lambda n - j}{n} \right) \frac{(s+j)!}{\lambda^n} \in \mathbb{N}
\]

Remark 6. If \( \lambda = 1 \), then \( \alpha_{2k}(n) = 0 \), \( (k \in \mathbb{N}) \), \( M_0 = 1/8 \), and thus formula 8.1 is valid for \( s \in \mathbb{N} \setminus \{0\} \). Then
\[
0 \leq (-1)^{n+1} \left( 2 \sum_{k=1}^{(n+1)/2} \binom{2n-2k+1}{n} (s)_{2k-1} (2k-1)! \zeta(2k-1) - \binom{2n+s}{n} \right) = (-1)^{n+1} \binom{2n}{n} A_{(n,n)}^{(1)}(s,1)
\]
\[
\leq \frac{(s+1)2n}{8^n n!^2} \sim \frac{2^n s^{-1/2}}{s!\sqrt{\pi}} 2^{-n}.
\]

If \( s = 1 \) (resp. \( s = 2 \)), we get a relation involving zeta values at even (resp. odd) integers:
\[
0 \leq (-1)^{n+1} \left( 2 \sum_{k=1}^{(n+1)/2} \binom{2n-2k+1}{n} (s)_{2k-1} (2k-1)! \zeta(2k-1) - \binom{2n+1}{n} \right) \leq \frac{2}{8^n n!^2} \sim \frac{n^{1/2}}{\sqrt{\pi}} 2^{-n+1}.
\]
\[
\Rightarrow \lim_{n \to \infty} \left( 2 \sum_{k=1}^{(n+1)/2} \binom{2n-2k+1}{n} (s)_{2k-1} (2k-1)! \zeta(2k-1) - \binom{2n+1}{n} \right) = 0,
\]
and
\[
0 \leq (-1)^{n+1} \left( 4 \sum_{k=1}^{(n+1)/2} \binom{2n-2k+1}{n} k \zeta(2k+1) - \binom{2n+2}{n} \right) \leq \frac{3}{8^n n!^2} \sim \frac{n^{3/2}}{\sqrt{\pi}} 2^{-n+1}.
\]
\[
\Rightarrow \lim_{n \to \infty} \left( 4 \sum_{k=1}^{(n+1)/2} \binom{2n-2k+1}{n} k \zeta(2k+1) - \binom{2n+2}{n} \right) = 0.
\]
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