About the Density of Optimal Packings of Ellipses in a Square

P. Honvault
Density of Optimal Packings of Three Ellipses in a Square

Pascal Honvault
LMPA J.Liouville, BP 699, F-Calais
Univ. Lille Nord de France, F-59000 Lille, France
email address: honvault@lmpa.univ-littoral.fr

Abstract. We prove that the densest packing of three non-overlapping congruent ellipses of aspect ratio $E \in [0, 1]$ in a square is reached for $E = 1/3$, with density equal to $\pi/4$. This result was already known for two ellipses (for $E = 1/2$), but is no longer true for an arbitrary number of non-overlapping congruent ellipses.
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1. Statement of the results

Let $n \in \mathbb{N}^*$ and $\mathcal{E}_1, \ldots, \mathcal{E}_n$ be $n$ non-overlapping congruent ellipses of the same aspect ratio $E \in [0, 1]$. We can deal without loss of generality with unit ellipses, i.e. we suppose that the semi-major axis is equal to 1 (thus the common semi-minor axis is $E$). For each such configuration, there is a square of minimal side length $S_n(E)$ containing these ellipses, and we denote by $s_n(E) = \inf S_n(E)$ the smallest value of $S_n(E)$ under all such possible configurations. In this paper, we are interested in the density of these optimal packings. We will denote by $d_n(E) = \frac{n\pi E}{s_n^2(E)}$ and we focus on its maximum $d_n = \max \{d_n(E)/E \in [0, 1]\}$. It is well known that $d_1(E) = \pi E/2(1 + E^2)$, thus $d_1 = \pi/4$ is reached for a circle, and we proved in [2] that $d_2 = \pi/4$ again, the optimal being obtained for two “vertical” ellipses of aspect ratio $E = 1/2$.

It turns out that this density result remains true for three ellipses:

Theorem 1 The optimal density of three non-overlapping congruent ellipses of the same aspect ratio is $d_3 = \pi/4$. Moreover, this maximum is achieved for three “vertical” ellipses of aspect ratio $E = 1/3$.

Unfortunately, this cannot be generalized for all values of $n$. An easy way to see this is to consider hexagonal packings of unit circles in a rectangle (see for example [1], [4], or [5] for 1433-8157/$ 2.50 \copyright$ YEAR Heldermann Verlag, Berlin
packing problems). In point of fact, let \( n, m \) be two integers. If we pack \( m \) lines of \( n \) tangent unit circles like in the Fig.2, we obtain a rectangle of size \((2n + 1)\) per \((2 + (m - 1)\sqrt{3})\).

We apply a vertical stretching of shape \( E = (2n + 1)/(2 + (m - 1)\sqrt{3}) \) in order to have a square. The condition \( E < 1 \) will be realized if \( m > (2n + \sqrt{3} - 1)/\sqrt{3} \). The previous circles are transformed into ellipses of semi-axis 1 and \( E \), and the density of the new packing becomes:

\[
\frac{m.n.\pi E}{(2n + 1)^2} = \frac{n\pi(2n + 1 - (2 - \sqrt{3})E)}{\sqrt{3}(2n + 1)^2}.
\]

which has the limit \( \pi/2\sqrt{3} \) as \( n \) tends to infinity. More precisely, it is easy to see that, for each \( E \) fixed in \( [0, 1] \), this density is greater than \( \pi/4 \) for \( n \geq 5 \) and \( m \geq (2n + 1 - E(2 - \sqrt{3}))/E\sqrt{3} \). Consequently, the density of the packing will also be greater than \( \pi/4 \).
2. Proof of the theorem

Let us recall the data: Three non-overlapping congruent unit ellipses $E_1, E_2, E_3$ of the same aspect ratio $E$ contained in a square of length side $S_3(E)$. We must show that, for each configuration and each $E \in ]0, 1]$, 
\[
\frac{3\pi E}{S_3^2(E)} \leq \frac{\pi}{4},
\]
or equivalently:
\[
S_3(E) \geq \sqrt{12E}.
\]

Each of these ellipses is tangent to another one, otherwise we could reduce the length side of the square, and the tangent lines cut this square in four polygons in general (see Fig.3). Three of these polygons contain $E_1, E_2, E_3$ and we divide the proof in two parts, as these polygons are quadrilateral (or even triangles) or pentagons.

![Figure 3: Pentagonal and quadrilateral cases](image)

2.1. The quadrilateral case

It is a simple case, for if a quadrilateral ( or a triangle) contains a unit ellipse $E$ of aspect ratio $E$, then its area is bigger than $4E$. One can see it for instance by stretching $E$ into a unit circle and observe that a unit square containing it has the smallest area among quadrangles. Of course, a one dimensional stretching preserves the ratio of areas. Thus we conclude that the area $S_3(E)$ of the square containing $E_1, E_2, E_3$ is greater than $3 \times 4E = 12E$, and (1) is verified.

\[\square\]

2.2. The pentagonal case

Before starting the proof, let us notice that it is possible to have a configuration of two pentagons and one triangle, but this case is also easy. In fact, the minimal area of a pentagon containing a unit circle is $5 \tan(\pi/5)$ whereas the minimal area of a triangle containing a unit circle is $3\sqrt{3}$. Thus, if the common tangent lines of the three ellipses cut a square into two pentagons and one triangle, its area is greater than $(10 \tan(\pi/5) + 3\sqrt{3})E$, and this is greater than $12E$ again.
The difficult case is the one of a single pentagon, because a pentagon containing $E$ may have an area less than $4E$. So, we have to look at things closer. In order to see in details what takes place in each polygon, we shall use the following lemma (see Fig.4):

**Lemma 1** Let $E_\alpha$ be the ellipse of semi-axes $1$ and $E \in [0, 1]$, tangent to the Cartesian semi-axes $[O, x)$ and $[O, y)$, tilted at the angle $\alpha \in [-\pi/2, \pi/2]$ from the horizontal direction. Then $E_\alpha$ is parametrized by:

\[
t \in [0, 2\pi] \mapsto \begin{cases} 
  x(t) &= \cos(\alpha) \cos(t) - E \sin(\alpha) \sin(t) + \lambda_\alpha \\
  y(t) &= \sin(\alpha) \cos(t) + E \cos(\alpha) \sin(t) + \mu_\alpha 
\end{cases} \\
\text{where } \lambda_\alpha = \sqrt{\cos^2(\alpha) + E^2 \sin^2(\alpha)}, \quad \mu_\alpha = \sqrt{\sin^2(\alpha) + E^2 \cos^2(\alpha)} \text{ are the coordinates of the centre } \Omega_\alpha \text{ of } E_\alpha.
\]

**Proof:** It is clear that $E_\alpha$ admits a parametrization of the form:

\[
t \mapsto \begin{pmatrix} \cos(\alpha) - \sin(\alpha) \\
  \sin(\alpha) \cos(\alpha) 
\end{pmatrix} \begin{pmatrix} \cos(t) \\
  E \sin(t) \end{pmatrix} + \begin{pmatrix} \lambda_\alpha \\
  \mu_\alpha \end{pmatrix}
\]

where $\Omega_\alpha(\lambda_\alpha, \mu_\alpha)$ is the centre of the ellipse. Let us compute the optimum of the function $x(t)$ when $\alpha \neq \pm \pi/2$:

\[
x'(t) = -\cos(\alpha) \sin(t) - E \sin(\alpha) \cos(t) = 0 \iff \tan(t) = -E \tan(\alpha)
\]

This leads in particular to the minimal value $x_m$ of $x(t)$:

\[
x_m = \cos(\alpha) \cos(t)(1 - E \tan(\alpha) \tan(t)) + \lambda_\alpha
\]

and $x_m = 0$ give the result for $\lambda_\alpha$. The same holds for $\alpha = \pm \pi/2$ and a similar proof can be done for $\mu_\alpha$. \hfill \square

**Lemma 2** The ellipse $E_\alpha$ is tangent to the $x$-axis at a point $(x_\alpha, 0)$ with

\[
x_\alpha = \lambda_\alpha - \sin(2\alpha)(1 - E^2)/2\mu_\alpha
\]

and to the $y$-axis at a point $(0, y_\alpha)$ with

\[
y_\alpha = \mu_\alpha - \sin(2\alpha)(1 - E^2)/2\lambda_\alpha.
\]

Moreover, the tangent line to $E_\alpha$ from a point $(L_\alpha, 0)$, $L_\alpha \geq x_\alpha$, has the slope:

\[
m_\alpha = \frac{2\mu_\alpha(L_\alpha - \lambda_\alpha) + \sin(2\alpha)(1 - E^2)}{L_\alpha(2\lambda_\alpha - L_\alpha)}
\]

and the tangent line to $E_\alpha$ from a point $(0, l_\alpha)$, $l_\alpha \geq y_\alpha$, has the slope:

\[
m'_\alpha = \frac{l_\alpha(2\mu_\alpha - l_\alpha)}{\sin(2\alpha)(1 - E^2) - 2\lambda_\alpha(\mu_\alpha - l_\alpha)}.
\]
Proof: We have seen in the previous lemma that the minimal value $x_m = 0$ occurs when $\tan(t) = -E.\tan(\alpha)$. This yields to:

$$y_\alpha = \cos(\alpha)\cos(t)(\tan(\alpha) + E \tan(t)) + \mu(\alpha) = \mu_\alpha - \sin(2\alpha)(1 - E^2)/(2\lambda_\alpha).$$

A similar proof holds for $x_\alpha$.

On the other hand, a line: $y = m_\alpha(x - L_\alpha)$ passing through the point $(L_\alpha, 0)$ is tangent to $E_\alpha$ when the intersection is a double point (see Fig. 4). So the equation:

$$\sin(\alpha)\cos(t) + E\cos(\alpha)\sin(t) + \mu_\alpha = m_\alpha(\cos(\alpha)\cos(t) - E\sin(\alpha)\sin(t) + \lambda(\alpha) - L_\alpha)$$

has a double root. It is well known that an equation of the form $A\cos(t) + B\sin(t) = C$ has a double root if and only if $A^2 + B^2 = C^2$. In our case, we have:

$$A = \sin(\alpha) - m_\alpha \cos(\alpha), B = E(\cos(\alpha) + m_\alpha \sin(\alpha)), C = \mu_\alpha - m_\alpha(\lambda_\alpha - L_\alpha)$$

and this gives the result by applying the relation $A^2 + B^2 = C^2$ and simplifying by $m_\alpha$. Similar calculation for $m'_\alpha$. \qed

The same result is obtained for a unit ellipse $E_\beta$ of aspect ratio $E$, tilted at the angle $-\beta \in [0, \pi/2]$ from the $x - axis$ (see Fig. 5).

This time, the slopes of the tangent lines are:

$$m_\beta = -\frac{2\mu_\beta(L_\beta - \lambda_\beta) + \sin(2\beta)(1 - E^2)}{L_\beta(2\lambda_\beta - L_\beta)}$$

$$m'_\beta = -\frac{l_\beta(2\mu_\beta - l_\beta)}{\sin(2\beta)(1 - E^2) - 2\lambda_\beta(\mu_\beta - l_\beta)}.$$
Now our purpose is (i) to put together the two previous ellipses and (ii) to see if there is still some room available for a third ellipse $E_\gamma$ (see Fig.6).

(i) The slopes $m'_\alpha$ and $m'_\beta$ must be equal. This leads to:

$$l_\beta = \lambda_\beta m'_\alpha + \mu_\beta + \sqrt{\lambda_\beta^2 m'_\alpha^2 + \mu_\beta^2 + m'_\alpha \sin(2\beta)(1 - E^2)}.$$

Thus we know the length side of the square (denoted by $c$):

$$c = l_\alpha + l_\beta = l_\alpha + \lambda_\beta m'_\alpha + \mu_\beta + \sqrt{\lambda_\beta^2 m'_\alpha^2 + \mu_\beta^2 + m'_\alpha \sin(2\beta)(1 - E^2)}.$$

(ii) Let us search for a non negative $\epsilon$ and an angle $\gamma$ such that we can put the ellipse $E_\gamma$ in the pentagon at the bottom of the square (see figure 6). By the use of lemma 2, we have the following system of slopes for this pentagon:

$$\begin{align*}
\left\{ \begin{array}{l}
2\mu_\gamma(c - \epsilon + m_\beta(c - L_\beta) - \lambda_\gamma) + \sin(2\gamma)(1 - E^2) \\
\lambda_\gamma^2 - (c - \epsilon + m_\beta(c - L_\beta) - \lambda_\gamma)^2 \\
\mu_\gamma^2 - (c - L_\alpha - \epsilon/m_\alpha - \mu_\gamma)^2 \\
\sin(2\alpha)(1 - E^2) - 2\lambda_\gamma(\mu_\gamma - (c - L_\alpha - \epsilon/m_\alpha))
\end{array} \right.
\end{align*}$$

must be $-1/m_\beta$. $R$

Due to (1), the following proposition gives us a proof of the theorem:

**Proposition 1** If we suppose $c < \sqrt{12E}$, then the system (Σ) is impossible.

**Proof:** The system (Σ) is equivalent to the following one:

$$\begin{align*}
\left\{ \begin{array}{l}
\epsilon = c + m_\beta(c - L_\beta) - (\lambda_\gamma + m_\beta\mu_\gamma) - \epsilon_\beta.R \\
\epsilon = -\lambda_\alpha + m_\alpha(c - L_\alpha - \mu_\gamma) - \epsilon_\alpha.R.
\end{array} \right.
\end{align*}$$
where $\varepsilon_\alpha = \pm 1$, $\varepsilon_\beta = \pm 1$, and $R = \sqrt{m_\beta^2 \mu_\gamma^2 + \lambda_\gamma^2 + m_\beta \sin(2\gamma)(1 - E^2)}$.

Moreover, $\varepsilon_\beta = 1$ because $c - \varepsilon + m_\beta(c - L_\beta) \geq \lambda_\gamma + m_\beta \mu_\gamma$ (one can see that by drawing a straight line parallel to the one of slope $-1/m_\beta$ passing through the point $(\lambda_\gamma, \mu_\gamma)$), and $\varepsilon_\alpha = -1$ because $c - L_\alpha - \varepsilon/m_\alpha \geq \mu_\gamma + \lambda_\gamma/m_\alpha$ (draw the straight line parallel to the one of slope $-1/m_\alpha$ passing through the point $(\lambda_\gamma, \mu_\gamma)$).

For a sake of simplicity, we will note $M = m_\beta$, $\lambda = \lambda_\gamma$ and $\mu = \mu_\gamma$. By a symmetry argument, we can restrict our attention to $\gamma \in [0, \pi/2]$. We will show that the function:

$$\varphi(\gamma) = c + M(c - L_\beta) - \sqrt{M^2 \mu^2 + \lambda^2 + M \sin(2\gamma)(1 - E^2)} - (M \mu + \lambda)$$

is negative, which is a contradiction with $\varphi(\gamma) = \varepsilon \geq 0$ by the preceding system.

It can easily be seen by using a computer, but we can prove this strictly with the help of the function $\varphi$. We have, on $[0, \pi/2]$:

$$\varphi'(\gamma) = \frac{\sin(2\gamma)(1 - E^2)}{2} \left( \frac{1}{\lambda} - \frac{M}{\mu} \right) - \frac{M^2 - 1 + 2 \cot(2\gamma)}{\sqrt{M^2 \mu^2 + \lambda^2 + M \sin(2\gamma)(1 - E^2)}}$$
\[
\phi_1(\gamma) = \sin(2\gamma)(1 - E^2) \quad \text{where} \quad \phi_1(\gamma) \text{ is the expression in the bracket}
\]
and \[
\phi_2'(\gamma) = \sin(2\gamma)(1 - E^2) \quad \text{where} \quad \phi_2(\gamma) = \frac{1}{\lambda^3} + \frac{M}{\mu^3}
\]
\[
\phi_3(\gamma) = \frac{8M(1 + \cot^2(2\gamma))(M^2\mu^2 + \lambda^2 + M\sin(2\gamma)(1 - E^2))}{2\sqrt{M^2\mu^2 + \lambda^2 + M\sin(2\gamma)(1 - E^2)^2}}.
\]
and \[
\phi_4(\gamma) = \sin(2\gamma)(1 - E^2)(M^2 - 1 + 2\cot(2\gamma))^2 \quad \text{where} \quad \phi_4(\gamma) = \sin(2\gamma)(1 - E^2)(M^2 - 1 + 2\cot(2\gamma))^2.
\]
thus \(\phi_1'(\gamma)\) is non negative, and \(\phi_1(\gamma)\) is increasing on \([0, \pi/2]\). Moreover we have \(\lim_{\gamma \to 0} \phi_1(\gamma) = -\infty\) and \(\lim_{\gamma \to \pi/2} \phi_1(\gamma) = \infty\), thus there exists a unique value \(\gamma_0\) of \(\gamma\) such that \(\phi_1(\gamma)\) decreases on \([0, \gamma_0]\) and increases on \([\gamma_0, \pi/2]\).

**Proof for A:** We have \(A = c + M(c - L_\beta) - (1 + M.E) - \sqrt{1 + M^2.E^2}\).

In view of equation (2), we have:

\[
M.L_\beta = M.\lambda_\beta + \mu_\beta + \sqrt{M^2.\lambda^2_\beta + \mu^2_\beta + \sin(2\beta)(1 - E^2)}.
\]

Thus we have to prove that \(\psi(\beta) > c\) where the function \(\psi\) is defined by:

\[
\psi(\beta) = \frac{\sqrt{M^2.\lambda^2_\beta + \mu^2_\beta + \sin(2\beta)(1 - E^2)} + \sqrt{1 + M^2.E^2} + M(E + \lambda_\beta) + 1 + \mu_\beta}{1 + M}.
\]

But \(\frac{\partial \psi}{\partial M} \geq 0\), thus if we see \(\psi\) as a function of \(M \in [0, +\infty[\), we have:

\[
\psi(M) \geq \psi(0) = 2(\mu_\beta + 1).
\]

Finally, \(c < \sqrt{12E}\) by hypothesis implies that \(2(\mu_\beta + 1) > c\), which is the result.

**Proof for B:** We have \(B = c + M(c - L_\beta) - (E + M) - \sqrt{E^2 + M^2}\).

So we have \(B < 0\) if and only if \(\Phi(\beta) > c\) where \(\Phi\) is defined by:

\[
\Phi(\beta) = \frac{\sqrt{M^2.\lambda^2_\beta + \mu^2_\beta + \sin(2\beta)(1 - E^2)} + M.\lambda_\beta + \mu_\beta + E + M + \sqrt{E^2 + M^2}}{1 + M}.
\]

Moreover one can see that \(\Phi\) is an increasing function on \([0, +\infty[\) and that \(M \geq M_0\) where \(M_0\) is the value of \(M\) verifying \(L_\beta M_0 = c\). We have:

\[
\Phi(M_0) = \frac{c + E + M_0 + \sqrt{E^2 + M_0^2}}{1 + M_0}
\]
therefore

\[ \Phi(\beta) > c \iff \frac{E + M_0 + \sqrt{E^2 + M_1^2}}{M_0} > c. \]  

(4)

- This is clearly true if \( \sqrt{12E} \leq 2 \) (i.e. \( E \leq 1/3 \)).
- Otherwise, we can notice that the function defined by a ratio in equation (4) decreases, which proves that it’s enough to show that \( M_0 \leq M_1 \) where \( M_1 \) is the positive real number verifying:

\[ \frac{E + M_1 + \sqrt{E^2 + M_1^2}}{M_1} = \sqrt{12E}. \]

We have: \( M_0 \leq M_1 \) if and only if

\[ \frac{2\mu_\beta(\sqrt{12E} - \lambda_\beta) + \sin(2\beta)(1 - E^2)}{\sqrt{12E}(\sqrt{12E} - 2\lambda_\beta)} = \Lambda(\beta) \leq \frac{2E(\sqrt{12E} - 1)}{\sqrt{12E}(\sqrt{12E} - 2)} = \Lambda(0). \]

We study once again the variations of the function \( \Lambda \) on the interval \([-\pi/2, 0]\): There exists \( \beta_0 \in ]-\pi/2, 0[ \) such that \( \Lambda \) is decreasing on \([-\pi/2, \beta_0] \) and is increasing on \([\beta_0, 0] \). Moreover:

\[ \Lambda(-\pi/2) = \frac{2(\sqrt{12E} - E)}{\sqrt{12E}(\sqrt{12E} - 2E)} \leq \Lambda(0) = \frac{2E(\sqrt{12E} - 1)}{\sqrt{12E}(\sqrt{12E} - 2)} \]

which ends the proof.

\[ \Box \]

For the convenience of the reader, we join the picture of the best packings found by Thierry Gensane\(^1\) (personal communication) for three unit ellipses with aspect ratio \( E \) varying from 0.01 to 1 with step 0.01, and the corresponding density graph (see Fig.7, Fig.8). I would like to thank him for his contribution and valuable discussions on the subject. He used a stochastic algorithm based on a inflation formula (see for instance [3] ) which was already implemented in [2] to verify our theoretical results for two ellipses.

Even if there is some discontinuity on these drawings between 0.38 and 0.39, the density function is continuous (but not differentiable!)

Finally, this algorithm enables us to conjecture that the maximal density for the best packing of four ellipses in a square is again \( \pi/4 \), and it would be interesting to know from which value it remains true.

---

\(^1\) LMPA Université du Littoral Côte d’Opale.
Figure 7: Best packings found by the stochastic algorithm

Figure 8: Density graph for three ellipses
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