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Bernard Philippe Domain Decomposition and Symmetric Eigenvalue problems 48
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Imaging Reconstruction of Internal Tissue Re-
gion Boundary by Analytic and Numerical Sim-
ulation

Mohamed Addam
Department of Applied Mathematics,
Science, Littoral University,
Calais, France.
addam14@hotmail.com

Abstract
By the interaction between optic and biology born a new science, the biophotonic with their ap-
plications are already present in the medical diagnostic and therapy. In particular, near-infra-red
(NIR) mammography imaging promising diagnostic tool for detecting breast cancers. The energy
propagation in a highly scattering medium such human tissue can be modeled accurately by a time
transport equation. By the regular Fourier transformation (time ? frequence) we obtain an equiv-
alently elliptic complex partial differential equation (PDE) for spectrum intensity resolution using
the simulation by 2D finite element methods and after that we apply the inverse fast Fourier trans-
formation (IFFT) techniques to find the photon density in time domain. Analytical and Numerical
results are presented.
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A Generic Simulation Service for Distributed
Multi-Agent Systems

Abbas Fadhil Mohammed Ali AL-Juboori
Computer Science Department,

College of Science,
Kerbala University
Abbaszain2003@yahoo.com

Abstract
Multi-agent systems are well suited for building large software systems. A great deal of these
complex systems includes process flows that are concerned with time or are even time-critical.
The activities of these process flows are often executed in distributed autonomous subsystems that
have to be synchronized with respect to the superordinated task execution. To be able to build such
systems and test their behaviour adequately, it is often advantageous and sometimes necessary
to simulate them in the run-up to their practical use. Testing and simulation of process flows
within multi-agent systems requires synchronization of the participating agents with respect to the
global simulation time. In this paper, a design proposal and a service implementation for testing
and simulation is presented, which takes care of the special requirements imposed by multi-agent
settings. This so called time service is implemented as a FIPA-compliant agent, and can be used
to couple heterogeneous subsystems implemented on different agent platforms.
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Multidimensional Shooting Method for Non-
linear Boundary Value Problems

F.M. Allan, M. Hajji
Department of Mathematical Sciences,
United Arab Emirates University,
P.O.B. 17551, UAE .

Abstract
In this work we consider a finite set of boundary value problems defined on neighboring intervals.
The solutions at the boundaries are assumed to be smooth. We introduce a multidimensional shoot-
ing method (backward and forward) to simultaneously solve for the solutions. The set of initial
conditions are iteratively adjusted using one of the iterative methods such as the steepest descent
technique. Application of this method to certain models will be presented. The convergence of the
method is also discussed.
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An invariant subspace method for large scale
algebraic Riccati equation

Luca Amodei, Jean-Marie Buchot.
Institut de Mathématiques, Equipe MIP.
Université Paul Sabatier,
Toulouse, France.

Abstract
We consider the Algebraic Riccati Equation (ARE) used to define the feedback solution of the
linear quadratic regulator problem. A classical approach to compute the solution of ARE is to
consider the invariant stable subspace of the Hamiltonian matrix associated to the equation. For
large scale systems, the complete determination of this subspace is out of reach, and only a part
of it can be computed. We show that the feedback operator is defined by considering only the
controllable and observable modes of the system. By using this property, we discuss the choice of
the stable invariant subspace of the Hamiltonian matrix. We introduce a low rank approximation of
the solution of ARE which is a symmetric and positive semi-definite matrix. The feedback operator
we obtain is a good approximation of the exact operator and stabilizes the system. We present the
particular case of Lyapunov equation and Bernoulli equation ([1]). In this case, if the system has
some unstable modes, we obtain, by using the same method, the exact unique stabilizing solution.
A connection of this approach with model reduction is also presented. To illustrate the method, we
give various examples of optimal control problems in fluid mechanics

REFERENCES

[1] Peter Benner, Balanced Truncation for Unstable Systems and Algebraic Bernoulli Equa-
tion, MIT Presentation (2007).
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A Hybrid Direct-Iterative Method for Constrai-
ned Linear Systems from Implicit Structural
Mechanics

Cleve Ashcraft, Roger Grimes
Livermore Software Technology Corporation,
7374 Las Positas Road, Livermore, CA 94550.
cleve@lstc.com, grimes@lstc.com

Abstract
Implicit structural mechanics requires minimizing ‖Ku − f‖2 subject to Cu = g, where K is an
n × n stiffness matrix, u is an n × 1 vector of translations and rotations, f is an n × 1 vector of
forces and C is an r × n full rank constraint matrix, where r ≤ n.

With a direct elimination technique we use the r constraint equations to eliminate r of the n
stiffness system equations, giving an (n − r) × (n − r) reduced linear system K̂I,IuI = f̂I to
solve for the independent degrees of freedom uI .

The solution of this reduced linear system is typically done using a direct solver. In part this
is due to tradition, or the ill-conditioning of the system due to the use of shells, or the fact that
many applications of interest are inherently 2-D or 2.5 dimensional (think of sheet metal forming
or the shape of a car chassis) and so suited for direct methods. Eigenanalysis is another application
which requires very accurate solutions to the intermediate linear systems, for which direct solvers
are better suited than iterative solvers.

Nonetheless, there comes a point where direct solvers stumble. At present this point lies
around 10M degrees of freedom in our applications. Here the storage for the factors force the
application code to go out-of-core, which significantly slows down the solution process. The use
of distributed memory computers has raised the upper size limit for a practical use of direct solvers,
but our MPP codes still must go out-of-core for the largest problems.

We are interested in using a direct solver to solve a smaller linear system that remains in-core.
Therefore our approach is a hybrid direct-iterative solver, where the reduced system K̂I,IuI = f̂I
is solved using a preconditioned conjugate gradient algorithm. The preconditioner is a direct solve
of a further reduced system that remains in-core.

We partition the independent degrees of freedom into fine uF and coarse uC dof and construct
constraints that define the fine dof in terms of the coarse dof, i.e., uF + ĈF,CuC = 0F . We
use direct elimination to form the reduced system K̃C,CuC = f̃C . One step of the preconditioner
requires projecting the force from the fine dof fF onto the coarse dof fC , solving the second
reduced system for uC , and then using the constraints to solve for the fine dof uF .
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Physics-based metamodeling for parameter-
ized PDE problems using space-parameter
space Principal Component Analysis

Christophe Audouze, Florian De Vuyst

Laboratoire de Mathématiques Appliquées aux Systèmes,
Ecole Centrale de Paris, Grande voie des vignes,
92295 Châtenay-Malabry, France.

Abstract
In this work, we propose reduced-order models (ROM) to deal with parameterized PDEs, where
the parameters are involved within the equation and the boundary conditions. The construction
of POD (Proper Orthogonal Decomposition) modes in both physical space and parameter space
allows to summarize high-dimensional discrete solutions with few coefficients, as described in
[1, 2]. For numerical experiments and validation we consider several 2D nonlinear stationary
convection-diffusion-reaction problems, first with two parameters and then with five ones. For
these two applications it is shown that a 5× 5 (respectively 13× 6) coefficient matrix is sufficient
to reproduce accurately the expected solution. This methodology can have advantages for specific
Computational-Assisted Engineering problems, such as design analysis and optimal design. More-
over let us point out that the ROM that we propose include some Physics and owns a nonintrusive
feature, which is of great advantage. Indeed this work is based on the ideas developed in [3], where
a nonintrusive Physics-based-metamodeling formalism is discussed. Finally, an extension of these
ROM concerns unstationary parameterized problems (see [2]).

REFERENCES

[1] F. De Vuyst and C. Audouze, Physics-based metamodeling for parametrized PDE prob-
lems using space-parameter space principal component analysis, Lecture notes, CEA-
EDF-INRIA School, Model Reduction: theory and Applications, october 8-10, (2007),
INRIA Rocquencourt, France.

[2] F. De Vuyst, P. B. Nair and C. Audouze, Physics-based metamodeling for parameterized
PDE problems using space-time-parameter Principal Component Analysis: Parts I and
II, in preparation.

[3] A. J. Keane and P. B. Nair, Computational Approaches for Aerospace Design, John-
Wiley and Sons (2005).
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A fully automatic parallel GMRES solver pre-
conditionned by a Multiplicative Schwarz iter-
ation

Guy-Antoine Atenekeng-Kahou1, Emmanuel Kamgnia2, Bernard Philippe.3

1University of Yaounde I and INRIA Rennes Bretagne Atlantique.
2University of Yaounde I.
3INRIA Rennes Bretagne Atlantique.

Abstract
The goal of the work [1, 2, 3] was to design a parallel solver adapted to large and sparse linear
systems. One of the sought characteristics was to obtain a fully automatic code which minimizes
the users involvement.
The method is the GMRES method preconditioned by a Multiplicative Schwarz iteration based on
an algebraic domain decomposition with overlapping blocks. With domain decompositions, the
most frequent option for a parallel preconditionner is to consider the Additive Schwarz iteration
wich is intrinsically parallel, contrary to its multiplicative counterpart. In spite of that, the present
option is to select the multiplicative version for its usually much better effect for speeding up the
convergence.
Parallelism is obtained by pipelining the steps of the relaxation within the construction of the
Arnoldi basis. This is obtained by an a priori construction of a basis of the Krylov space and
it implies a special control on the roundoff errors. The final code does not involve global syn-
chronization as usually done with the distributed inner products which often prevents an efficient
parallelization. A special tool was also designed to obtain an adequate partitionning of the matrix.

REFERENCES

[1] G. A. Atenekeng-Kahou, E. Kamgnia and B. Philippe. The Parallel Implementation of
an Explicit Formulation of the Multiplicative Schwarz Preconditionner, 17th IMACS
World Congress (2005), Paper T1-I-51-0914.

[2] G. A. Atenekeng-Kahou, E. Kamgnia and B. Philippe, An explicit formulation of the
multiplicative Schwarz preconditionner, Applied Numerical Mathematics (2007) Vol.
57, 1197-1213.

[3] G. A. Atenekeng-Kahou, L. Grigori and M. Sosonkina, A Partitioning Algorithm for
Block-Diagonal Matrices with Overlap, (To appear in Parallel Computing).
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Memory and Cache Efficient Grid Generation
Based on Sierpinski Curves for the Simula-
tion of Dynamically Adaptive Problems

Michael Bader1, Csaba Vigh1, Jörn Behrens.2

1Institut für Informatik, TU München, Germany
2Alfred-Wegener-Institut Bremerhaven, Germany.

Abstract
We present an approach to the numerical simulation of dynamically adaptive problems on recur-
sively structured adaptive triangular grids. The intended application is the simulation of oceanic
wave propagation (Tsunami simulation, e.g.) based on the shallow water equations. For the re-
quired 2D dynamically adaptive discretisation, we adopt a grid generation process based on recur-
sive bisection of triangles along marked edges. The recursive grid generation may be described via
a respective refinement tree, which is sequentialised according to a Sierpinski space-filling curve.
This leads to a storage scheme for the adaptive grid that requires only a minimal amount of memory
(less than 10 bytes per grid cell). Moreover, the sequentialisation and, hence, the locality proper-
ties induced by the space-filling curve are retained throughout adaptive refinement and coarsening
of the grid. Explicit and implicit time-stepping techniques, as well as efficient multilevel solvers
for linear systems arising from implicit time discretisation, are implemented using an inherently
cache-efficient processing scheme, which is based on the use of stack and stream-like data struc-
tures and a traversal of the adaptively refined grid along the Sierpinksi curve. We demonstrate the
computational efficiency of the approach by showing performance results for several test scenar-
ios. We will also show first results of the implementation of a Discontinuous Galerkin method to
solve the shallow water equations on dynamically adaptive grids.

REFERENCES

[1] M. Bader and C. Zenger, Efficient Storage and Processing of Adaptive Triangular Grids
Using Sierpinski Curves, Lecture Notes in Computer Science 3991 (2006) 673–680.

[2] M. Bader, S. Schraufstetter, C.A. Vigh, and J. Behrens, Memory Efficient Adaptive Mesh
Generation and Implementation of Multigrid Algorithms Using Sierpinski Curves, Int.
J. Computational Science and Engineering (2008), submitted.
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Block factorization of a Hankel matrix and Eu-
clidean Algorithm

S. Belhaj
Laboratoire de Mathématiques, CNRS UMR 6623,
UFR des Sciences et Techniques,
Université de Franche-Comté,
25030 Besançon cedex, France.
skander.belhaj@univ-fcomte.fr

Abstract
We propose the solution of a general Toeplitz linear system via matrix embedding and transforma-
tion in generalized Cauchy form. Some interesting results are shown in the rank deficient case.

References
[1] I. Gohberg, T. Kailath and V. Olshevsky, Fast Gaussian elimination with partial pivoting

for matrices with displacement structure, Mathematics of Computation, 64(212):1557-
1576, 1995.

[2] G. Heinig, Inversion of generalized Cauchy matrices and other classes of structured ma-
trices, Linear Algebra in Signal Processing, volume 69 of IMA volumes in Mathematics
and its Application, pages 63-81. Springer, New York, 1995.

[3] G. Rodriguez, Fast solution of Toeplitz- and Cauchy-like l east squares problems, SIAM
J. Matr. Anal. Appl., 28(3):724-748, 2006.
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Jacobi method for Hamiltonian eigenvalue
problem

A. H. Bentbib , A. Kanber
Faculté des Sciences et Techniques-Guéliz.
Département de Mathématiques et Informatique.
BP 549 Marrakech, Morocco.
(ahbentbib@yahoo.fr, bentbib@fstg-marrakech.ac.ma)
(kanber@ucam.ac, ahmed.kanber@gmail.com)

Abstract
We adapt the nonsymmetric Jacobi iteration to the special case of Hamiltonian structure. We
describe a way to compute a Hamiltonian Schur form by using sequence of symplectic similarity
transformations. Our purpose is to use new symplectic Givens rotations defined in a K-module
structure (K = R

2×2). The construction of those transformations are defined in parallel with the
classical Givens rotations in the Euclidean spaces.

References
[1] RALPH BYERS, A Hamiltonian-Jacobi Algorithm, IEEE Transactions on Automatic

Control, Volume 35, Issue 5, 566-570, 1990.

This work was partially supported by Frunch-Morocco scientific cooperation project ”Ac-
tion Intégrée Volubilis n◦ MA/05/116”.
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Algebraic analysis of non-Galerkin type coarse
grid operators in multigrid methods and ex-
amples for circulant matrices

Matthias Bolten
Central Institute of Applied Mathematics.

Research Centre Jülich.
Germany.

Abstract
In geometric multigrid methods it is common to rediscretize the problem on the coarser grid using
the same type of discretization but a coarser grid spacing. As a result the number of arithmetic
operations is constant per unknown on each level. These methods are optimal, i.e. O(N), for a
broad class of problems.
In algebraic multigrid methods the Galerkin operator is used on the coarse grid. Its use is possible
in geometric settings as well and it is known at least since the work of Nicolaides [4]. While it
is optimal in the sense of the theory presented by Mandel [2], McCormick [3] and by Ruge and
Stüben [5], its use has a downside. As the coarse grid operator is formed as the product of the
restriction operator, the fine grid operator and the prolongation operator the operator complexity
is growing, i.e. the number of arithmetical operations per unknown is growing, while the number
of unknowns is reduced. While this will not necessarily harm optimality of the methods, the
question arises if the additional work is necessary, as it does not occur in geometric multigrid
methods. Motivated by the techniques presented in the work of Ashby and Falgout [1] we analyzed
the implications of similar approaches on the two grid and multigrid convergence. We derived
conditions on that the methods still converge and bounds for the convergence rate of the modified
methods.
We will present our theoretical considerations as well as some multigrid methods for special classes
of circulant matrices as an example.

REFERENCES

[1] S. F. Ashby and R. D. Falgout, A parallel multigrid preconditioned conjugate gradient
algorithm for groundwater flow simulations, Nucl. Sci. Eng. (1996) 145-159.

[2] J. Mandel, Algebraic study of multigrid methods, Appl. Math. Comput. (1988) 39-56.

[3] S. F. McCormick, Multigrid methods for variational problems: General theory for the
v-cycle, SIAM J. Numer. Anal. (1985) 634-643.

[4] R. A. Nicolaides, On the l2 convergence of an algorithm for solving finite element equa-
tions, Math. Comp. (1977) 892-906.

[5] J. W. Ruge and K. Stüben, Algebraic multigrid, In S. F. McCormick, editor, Multigrid
methods, SIAM, Philadelphia, 1987.
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A thin plate spline-Lyapunov method for
smoothing approximation problems

A. Bouhamidi, K. Jbilou
Laboratoire LMPA,
50 Rue F. Buisson,
62228 Calais Cedex, France.
(bouhamidi,jbilou)@lmpa.univ-littoral.fr

Abstract
Variational methods in Computer Aided Geometric Design and Earth Sciences have received con-
siderable attention, due to their efficiency and usefulness in the fitting and design of curves and
surfaces. A wide range of minimization functionals derived from physical considerations have
been studied these last years. In this talk, we introduce a new numerical method for solving the
smoothing approximation problem by minimizing the energy related to thin plate splines [4, 1, 2].
Our approach is based in converting the original smoothing approximation problem to solving Lya-
punov matrix equations. To solve those matrix equations, we use some matrix Krylov subspace
methods such as global GMRES [5, 3]. Some applications are given for surface approximation
fitting and restoration of images that have been degraded by an additive noise.

REFERENCES

[1] A. Bouhamidi and A. Le Méhauté, Multivariate Interpolating (m, �, s)-splines, Ad-
vances in Computational Mathematics, vol. 11 (1999), 287–314.

[2] A. Bouhamidi, Weighted thin plate splines, Analysis and Applications, vol. 3, no. 3
(2005), 297–324.

[3] A. Bouhamidi and K. Jbilou, Sylvester Tikhonov-regularization methods in image
restoration,J. Comput. Appl. Math., 206(2007), pp. 86-98.

[4] J. Duchon, Interpolation des fonctions de deux variables suivant le principe de la flexion
des plaques minces, RAIRO Anal. Numer. 10(12), (1976), 5–12.

[5] K. Jbilou, A. Messaoudi and H. Sadok, Global FOM and GMRES algorithms for linear
systems with multiple right-hand sides, App. Num. Math., 31(1999), 49–63.
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About the distance to the nearest pencil

Gregory Boutry
FLST - Lille,
France.

Abstract
This work focuses on nonsquare matrix pencils A − λB where A, B ∈ Mm×n and m > n.
Traditional methods for solving such non-square generalized eigenvalue problems (A−λB)v = 0
are expected to lead to no solutions in most cases. We propose a different treatment: we search for
the minimal perturbation to the pair (A, B) such that these solutions are indeed possible. This talk
proposes insight into the characteristics of the described problems along with practical numerical
algorithms towards their solution. We also present a simplifying factorization for such non-square
pencils, and some relations to the notion of pseudospectra. We finish by introducing the correlation
with dynamical systems and the notion of controllability.
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On some properties of the bivariate Shepard
operator of Bernoulli type

Teodora Cătinaş
“Babeş-Bolyai” University,
Faculty of Mathematics and Computer Science,
Str. Kogălniceanu 1, Cluj-Napoca, Romania,
tcatinas@math.ubbcluj.ro
www.math.ubbcluj.ro/˜ tcatinas.

Abstract
The Shepard method is a well suited method for multivariate interpolation of very large scattered
data sets. It has the advantages of a small storage requirement and an easy generalization to addi-
tional independent variables, but it suffers from no good reproduction quality, low accuracy and a
high computational cost relative to some alternative methods.
In [3] we have introduced a combined operator of Bernoulli type which diminishes the mentioned
drawbacks. It is obtained using the classical Shepard operator and then a modified Shepard method,
introduced by Franke and Nielson in [6]. They preserve the advantages and improve the reproduc-
tion qualities, have better accuracy and better computational efficiency.
We study the possibility to constrain the modified Shepard-Bernoulli to take nonnegative values,
then to take values in the interval [0, 1] and furthermore in an arbitrary interval [a, b], a > b,
a, b ∈ R, as it was studied in [1] for a certain class of Shepard operators.

REFERENCES

[1] Brodlie, K. W., Asim, M. R., Unsworth, K., Constrained Visualization Using the Shep-
ard Interpolation Family Computer Graphics forum 24 (2005) 809-820.

[2] Caira, R., Dell’Accio, F., Shepard-Bernoulli operators Math. Comp. 76 (2007) 299-321.

[3] Cătinaş, T., The bivariate Shepard operator of Bernoulli type, Calcolo 44 (2007) 189-
202.

[4] Cătinaş, T., The combined Shepard-Lidstone bivariate operator, Trends and Applica-
tions in Constructive Approximation, Birkhäuser, 151 (2005) 77–89.

[5] Cătinaş, T., A modified version of bivariate Shepard-Lidstone operator, Proc. IC-
NAAM, AIP 936 (2007) 109-112.

[6] Franke, R., Nielson, G., Smooth interpolation of large sets of scattered data Int. J.
Numer. Meths. Engrg. 15 (1980) 1691-1704.
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On the Newton-GMBACK method

Emil Cătinaş
”T. Popoviciu” Institute of Numerical Analysis.
Romania.
ecatinas@ictp.acad.ro
www.ictp.acad.ro/catinas.

Abstract
GMBACK [3] is a Krylov solver for large linear systems

Ax = b, A ∈ R
N×N nonsingular, b ∈ R

N ,

which is based on backward error minimization properties. For a given subspace dimension m ∈
{1, . . . , N} and an initial approximation x0 ∈ R

N having the residual r0 = b − Ax0, GMBACK
finds xGB

m ∈ x0 + Km = x0 + span{r0, Ar0, . . . , A
m−1r0} by solving:∥∥∥ΔGB

m

∥∥∥
F

= min
xm∈x0+Km

‖Δm‖F w.r.t. (A − Δm)xm = b,

where ‖·‖F denotes the Frobenius norm of a matrix.
The minimum backward error is guaranteed (in exact arithmetic) to decrease as the subspace di-
mension is increased. We consider some test problems for nonlinear systems F (y) = 0, which we
solve by the Newton-GMBACK method:(

F ′(yk) − ΔGB
k

)
sGB

k = −F (yk)

yk+1 = yk + sk,

k = 0, 1, ..., y0 given. We notice that in floating point arithmetic the mentioned property does
not longer hold, and this leads to nonmonotone behavior of the errors. We study the causes of this
behavior and we also propose some remedies.
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Abstract
We consider the computation of the H∞-norm (γ∗ := ‖G(z)‖∞) of a p×m real rational transfer
function

G(z) := C(zIn − A)−1B + D (1)

of a discrete-time system, where A ∈ R
n×n, B ∈ R

n×m, C ∈ R
p×n, and D ∈ R

p×m, with
n � m, p.

It is well known that γ∗ is bounded if and only if G(z) is stable. We therefore assume that the
given quadruple {A, B, C, D} is a real and minimal realization of a stable transfer function G(z).
The stability of G(z) implies that all of the eigenvalues of A are strictly inside the unit circle, and
hence that ρ(A) < 1, where ρ(A) is the spectral radius of A.

Our result is related to the bounded real lemma, which states that γ > ‖G(z)‖∞ if and only
if there exists a solution P � 0 to the linear matrix inequality (LMI):

H(P ) :=

[
P − AT PA − CT C −AT PB − CT D

−BT PA − DT C γ2Im − BT PB − DT D

]
� 0. (2)

This suggests that γ∗ could be calculated by starting with an initial large value γ > γ∗ for which
the LMI has a solution and iterate by decreasing γ until the LMI does not have a solution. The
condition H(P ) � 0 is equivalent to the existence of P as a solution of a special DARE. This
solution P can be obtained from an iterative scheme known as the Chandrasekhar iteration:

Pi+1 = AT PiA + CT C − KT
i R−1

i Ki, (3)

where Ri := BT PiB + DT D − γ2Im, and Ki := BT PiA + DT C.
The closed loop matrix AFi := A − BFi (where Fi := R−1

i Ki) has a spectral radius ρi :=
ρ(AFi) which determines essentially the convergence of the scheme (3). Since A − BFi is stable
and converges to A−BFγ (where Fγ is the feedback corresponding to the DARE), one can track
its spectral radius by the power method applied to A − BFi.
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Abstract
This talk concerns constructing preconditioners for large sparse matrices A ∈ Rm×n, m ≥ n,
using an approximate inverse idea. The objective is to solve the least squares problem

min
x∈Rn

‖b − Ax‖2, A ∈ Rm×n, b ∈ Rm (1)

by transforming it to

min
x∈Rn

‖Mb − MAx‖2, A ∈ Rm×n, M ∈ Rn×m, b ∈ Rm (2)

and then applying a Krylov subspace method.
Preconditioning techniques based on sparse approximate inverse for square sparse matrices

have been well developed. One of them is well known as the Minimal Residual method(MR),
which was proposed by Chow and Saad in 1998[2]. In this talk, we apply the MR method to a
rectangular matrix A to construct a preconditioner M which minimizes the Frobenius norm of
I − MA approximately, and then use this M as a preconditioner for Krylov subspace methods.

We found out that M can be expressed in a form of pk(AT A)AT , where pk(·) is a polyno-
mial of degree k. Based on this fact and theoretical results of [1] and [3], we showed that we
can use GMRES to solve the preconditioned problem (2) using the preconditioner M and get a
least-squares solution to the original problem (1) without breakdown. Moreover, since MA is
symmetric, the MINRES method can be used instead of GMRES.

Our numerical experiments show that this preconditioner may be a little expensive, but it can
help to reduce the number of iterations significantly, and the preconditioning time pays off in
certain cases.
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Abstract
We focus on the Discrete Duality Finite Volume (DDFV) method whose particularity is to allow
the use of unstructured or nonconforming meshes. We discretize the non-linear Navier-Stokes
problem, using the rotational formulation of the convection term, associated to the Bernoulli pres-
sure. With an iterative algorithm, we are led to solve a saddle–point problem at each iteration.
Many efficient preconditioners are known for saddle–point problems arising from finite–element
discretizations, but their adaptation to matrices issued from finite–volume discretizations is not
trivial. For example, some preconditioners are not well defined on staggered grids [3]. Moreover,
the rotational formulation of the convection is rarely used to test the performances of saddle–point
solvers [4].
We will see that this system can be solved by an Uzawa method or by a pressure convection–
diffusion type preconditioner [2, 3]. Both methods require a preconditioner for the Schur comple-
ment. In [1], Elman et al. introduce a preconditioner based on approximate commutators. This
method can be viewed as an algebraic extension of the preconditioners based on formal commu-
tators described in [3]. Then, Olshanskii and Vassilevski [4] introduced a variation of the Elman
preconditioner whose performances, in finite elements, are independent of the mesh size for mod-
erate Reynolds numbers.
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Abstract
Additive and multiplicative Schwarz preconditioners are known to be an efficient class of precon-
ditioners for problems involving a geometric domain. They are based on decomposing the domain
into a set of overlapping subdomains, in such a way that the restrictions of the original problem
to the parallel subdomains are easily solvable. Algebraic Schwarz preconditioners work without
an underlying geometric domain by restricting the linear operator to overlapping subsets of the
coordinates. A good choice of these overlapping subsets is essential for the usefulness of the pre-
conditioner. The graph formulation of the problem is to find an overlapping partitioning of the
nodes of the graph of the linear operator.
The algorithms presented to find overlapping partitionings share the idea of starting with finding
a non-overlapping partitioning. For this task XPABLO (eXtended PArametrized Block Ordering)
is used. Note that the non-overlapping partitionings found by XPABLO can be used to construct
block Jacobi and block Gauss-Seidel preconditioners; see [1]. Each subgraph in this partitioning
is then grown to include nodes overlapping with other subgraphs. The algorithms use structural
and numerical properties of the underlying matrix to find the nodes to be added to each subgraph.
Several strategies to control the amount of overlap added to each subgraph are presented.
Numerical experiments show how these algebraic Schwarz preconditioners perform and how their
performance compare to and improve on the performance of XPABLO-based block diagonal and
block triangular preconditioners.
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Abstract
The IDR(s) method proposed by P. Sonneveld and M. van Gijzen[?] showed excellent character-
istics compared with the conventional iterative methods in terms of convergence rate and amount
of needed memory.
In this article, we evaluate performance of IDR(s) method compared with that of GMRES(k)
method for various problems in Florida Sparse Matrix Collection. In particular, we estimate per-
formances for some problems unsolved by these iterative methods with usual ILU(0) decomposi-
tion as preconditioner.
In Table ??, we present convergence of ILU(0) preconditioned IDR(s) and GMRES(k) methods
with accelerated parameter γ (≥ 1.0) for diagonal entries for matrices Li and Xenen2.
Parameter s of IDR(s) method varies from 1 upto 10, and examined parameter k of GMRES(k)
method are 10, 20, 50, 100, 150 and 200. “pre-t”, “itr-t” and “tot-t” as shown in Table ?? mean
CPU times in seconds of preconditioing, iteration and in total, respectively. Similarly, “mem.
[MB]” means needed memory in Mega-bytes. The bold figure represents the least CPU time for
each matrix. Table ?? verifies that IDR(s) method works well compared with GMRES(k) method
in view of CPU time and amount of necessary memory.

matrix γ method s(k) itr. pre-t itr-t tot-t ratio mem. ratio
[sec.] [sec.] [sec.] [MB]

1.0 IDR all max - - - - - -
GMRES all max - - - - -

1.1 IDR 10 max - - - - 54.41 1.00
GMRES 200 max - - - - 83.98 1.54

Li 1.2 IDR 7 806 0.73 13.20 13.93 1.00 52.85 1.00
GMRES 200 2914 0.74 81.75 82.49 5.92 83.98 1.59

1.3 IDR 4 466 0.74 7.10 7.84 1.00 51.29 1.00
GMRES 200 2904 0.75 75.34 76.09 9.71 83.98 1.64

1.0 IDR all max - - - - - -
GMRES all max - - - - - -

1.1 IDR 2 399 1.10 23.54 24.64 1.00 159.78 1.00
GMRES 50 389 1.12 29.39 30.51 1.24 211.46 1.32

Xenon2 1.2 IDR 4 375 1.08 23.96 25.04 1.00 166.99 1.00
GMRES 50 452 1.11 34.44 35.55 1.42 211.46 1.27

1.3 IDR 2 398 1.10 23.85 24.95 1.00 159.78 1.00
GMRES 100 431 1.13 39.68 40.81 1.64 271.59 1.70

Table1: Numerical results of IDR(s) and GMRES(k) methods for matrices Li and Xenon2.
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J. Gaidamour1, P. Hénon1, J. Roman1, Y. Saad2

1ScAlApplix Project,
INRIA, France.
(gaidamou, henon, roman)@labri.fr
2University of Minnesota,
USA.
saad@cs.umn.edu

Abstract
Parallel sparse direct solvers are now able to solve efficiently very large three-dimensional linear
systems but require a lot of memory to store the factors. Iterative methods on the other hand require
much less memory but often fail to solve ill-conditioned method. We propose a hybrid method to
make the most of these two classes of method by combining them and building a robust parallel
solver, able to solve difficult problems in a effective way by using notably few memory and dense
block matrix operations (BLAS).
Our approach is to build a decompositions of the adjacency graph of the system into small “do-
mains” usually of a few hundreds or thousand nodes with overlap. The subsytems corresponding to
interior domains are factored exactly; those small subsystems are independent and can be solved in
parallel. Thanks to the exact solution of this part of the system, solving the whole system amounts
to solve the Schur complement system on the interface between subdomains.
A krylov subspace method is used to solve this subsystem preconditioned with an ILU factoriza-
tion of the whole Schur complement. The special ordering of the unknowns and the block fill-in
pattern in the factors of the Schur complement are chosen to control memory usage, exhibit paral-
lelism and take advantage of dense block computation.
The talk will present some algorithms and the performance of our parallel solver HIPS (Hierarchi-
cal Iterative Parallel Solver) and a comparison of different build-in strategies : for example we are
also able to use ILUT method during the Schur matrix computation to drop even more terms and
the resulting drop of computation volume can in some case balance the lost of BLAS acceleration.
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Abstract
Most computational work in Jacobi-Davidson [1], an iterative method for large scale eigenvalue
problems, is due to a so-called correction equation. In [2, 3] a strategy for the computation of (ap-
proximate) solutions of the correction equation was proposed. The strategy is based on a domain
decomposition preconditioning technique in order to reduce wall clock time and local memory
requirements.

However, there is more to gain. This talk discusses the aspect that the original strategy in [2, 3]
can be improved by taking into account that, for approximate solves of the correction equation by
a preconditioned Krylov method, Jacobi-Davidson consists of two nested iterative solvers. For
ease of presentation, consider the standard eigenvalue problem Ax = λx with an approximate
eigenvalue θ, computed by Jacobi-Davidson so far, and preconditioner M ≈ A − θ I. In the
innerloop of Jacobi-Davidson a search subspace for the (approximate) solution of the correction
equation is built up by powers of M−1 (A − θ I ) for fixed θ. In the outerloop a search subspace
for the (approximate) solution of the eigenvalue problem is built up by powers of M−1 (A − θ I )
for variable θ. In [2, 3] the domain decomposition preconditioning technique was applied to the
innerloop. But, as θ varies slightly in succeeding outer iterations, one may take advantage of the
nesting by applying the same technique to the outerloop.

For large scale eigenvalue problems this aspect turns out to be nontrivial. In the talk, the impact
on the parallel performance will be shown by results of scaling experiments on linux clusters (up
to 200 nodes). This is of interest for large scale eigenvalue problems that need a massively parallel
treatment.
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Abstract
Nonnegative Matrix Factorization (NMF) is a recent compression technique which allows inter-
pretation of nonnegative data. After recalling some well-known ideas about NMF, we present a
new efficient algorithm based on the method of alternating variables (also called coordinate de-
scent method). While it has fast convergence and low complexity, it generates sparse and accurate
solutions.
Afterwards, we introduce a similar problem : Nonnegative Matrix Underapproximation (NMU).
We show that NMU is equivalent to the maximum edge biclique problem in bipartite graphs, which
is NP-complete. However, for a positive matrix, it is possible to solve the rank-one problem for
specific cost functions. This can be used to build recursively an underapproximation of a desired
rank. We then present a global approach to solve the NMU problem using Lagrangian relaxation
and adapting the NMF algorithms. NMU is particularly well-suited to achieve part-based repre-
sentation, for example in facial feature extraction. It can also be used to initialize classical NMF
algorithms: as it has already been observed, judicious initializations allow to speed up the conver-
gence and improve the solution compared to random ones.

Keywords: Nonnegative Matrix Factorization, Coordinate Descent Method, Maximum Edge Bi-
clique Problem, Part-based Representation, Image Processing, Text Mining, Initialization.
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Abstract
In this work we investigate the parallel scalability of variants of additive Schwarz preconditioners
for three dimensional non-overlapping domain decomposition methods. To alleviate the computa-
tional cost, both in terms of memory and floating-point complexity, we investigate variants based
on a sparse approximation or on mixed 32- and 64-bit calculation. The robustness of the precon-
ditioners is illustrated on a set of linear systems arising from the finite element discretization of
elliptic PDEs, and from structural mechanical problem through extensive parallel experiments on
up to a thousand processors. Their efficiency from a numerical and parallel performance view
point are studied. Consequently the size of the linear systems varies from 8 millions to 43 millions
unknowns.

The research activity of the first two authors was partially supported within the framework of
the ANR-CIS project Solstice (ANR-06-CIS6- 010)
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Abstract
The ADI iterative method may be used to solve the Sylvester equation
AX −XB = C, which occur for instance for partial realization problems in linear control theory.

The convergence analysis of the ADI method shows that the rate of convergence — in case of
choice of optimal parameters — may be described with help of the Zolotarev quantity

Zn(EN , FN ) := min

{
maxz∈EN |r(z)|
minz∈FN |r(z)| , r ∈ Rn,n

}

where Rn,n is the set of all rational functions with numerator and denominator of degree at most n
and EN , FN are discrete sets, such as the spectra of A and B, respectively. In practical problems,
often the matrices A, B of order N are stemming from the discretization of some partial differential
equation, the quantity N being related to a stepsize, which implies that EN , FN for N → ∞ have
some asymptotic distribution described by some measures σA, σB .

In this talk we give the N -th root asymptotics for Zn(EN , FN ) for n, N → +∞ such that
n/N → t ∈ (0, 1), provided that the families of discrete sets (EN )N , (FN )N have an asymp-
totic distribution. To our knowledge, the Zolotarev problem for discrete sets has not been consid-
ered before. It is well-known from [1] that the superlinear convergence of the conjugate gradient
method is closely related to nth root asymptotics of discrete orthogonal polynomials and to a con-
strained equilibrium problem in logarithmic potential theory for positive measures. For the discrete
Zolotarev problem, we show that one has to consider a constrained condenser, that is, a constrained
equilibrium problem in logarithmic potential theory for signed measures.

As a consequence, we are able to quantify in an asymptotic sense the rate of super-linear
convergence of the ADI method in case of ”favorable” asymptotic eigenvalue distributions. We
illustrate our findings by discussing some model problems stemming from the discretisation of the
Poisson equation.
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Abstract

A new quasi-Newton secant method for solving the linear system of equations
K(p) = 0 in a matrix-free manner is presented :

ps+1 = ps − (K̂′
s)

−1K(ps)

It builds an approximate Jacobian K̂′
s based on input-output combinations of a black-box system

K. The method that we present in the paper is based on a novel coupling technique using reduced-
order models for fluid-structure interaction problems [1]. We adapt it to solve linear problems
(representative of the local convergence of non-linear problems), and show that the consecutive
approximate Jacobians, and their inverse, can be obtained by a rank-one update, and present ana-
lytical foundations to the method and a convergence analysis.
The basic idea of the method can be summarized as follows: define

• vs
i = ps − pi (i = 0, . . . , s − 1) and

Vs = [vs
0 vs

1 . . . vs
s−1] ∈ IRn×s

• ws
i = K(ps) + ps − K(pi) + pi (i = 0, . . . , s − 1) and

Ws = [ws
0 ws

1 . . . ws
s−1] ∈ IRn×s

and construct K̂′
s as K̂′

s = Ws(V
T

s Vs)
−1V T

s − I .
The method is shown to be theoretically convergent in n + 1 steps, i.e. not counting numerical
errors. Line searches, which are common for most quasi-Newton methods are shown to have
no long term effect on the convergence. No particular conditions, like positive definiteness, are
imposed on the system matrix. Compared with other similar methods (like Broyden, SR1, Pearson,
BFGS, PSB) using a rank-one update it is shown to be greatly superior for non positive definite
matrices.
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Abstract
In this work we present an efficient and accurate iterative scheme for the resolution of the flow
velocity of fluid in multilayer porous media. The porous layers are of different characteristics, thus
introducing discontinuity at the interface regions. The flow velocity and shear stress are assumed
to be continuous at the interface between the layers. The method is based on the nonlinear shooting
method for boundary value problems which transforms the problem to solving a sequence of initial
value problems. Newton’s method is used as the iteration mechanism. Accuracy of the algorithm
is validated by examples for which exact solutions are known. Convergence of the algorithm is
discussed.
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Abstract
In this talk, we compare two projection methods for solving Sylvester matrix equations of the form
AX − XB = C where A ∈ R

n×n is a large and sparse matrix and B ∈ R
n×s with s � n. The

two proposed methods are based on the use of the block extended Arnoldi process and the global
extended Arnoldi process respectively. Both the two process- the block one and the global one-,
use the inverse of the matrix A to enrich the classical block and matrix Krylov subspaces. Hence,
the generated sequences of approximation subspaces contain information on both the matrix A
and and its inverse A−1, by adding two vectors at the time, one multiplied by A, and one by A−1.
We also show how to obtain low rank approximate solutions to the Sylvester matrix equation
AX −XB = EF T , where E ∈ R

n×r, F ∈ R
s×r are matrices of rank r with r � n and r � s.

For this second matrix Sylvester equation, we also show how to get approximate solutions in a
factored form. We end this talk by reporting some numerical experiments.

Keywords. matrix Sylvester equation, low rank approximate solutions, extended block
Krylov subspaces, extended matrix Krylov subspace, Arnoldi process, projection methods,
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Abstract
In this contribution we analyze the numerical behavior of several minimum residual methods. Two
main approaches are compared: the one that computes the approximate solution in terms of a
Krylov space basis from an upper triangular linear system for the coordinates, and the one where
the approximate solutions are updated with a simple recursion formula. We show that a different
choice of the basis can significantly influence the numerical behavior of the resulting implemen-
tation. While Simpler GMRES [2] and ORTHODIR [4] are less stable due to the ill-conditioning
of the basis used, the residual basis is well-conditioned as long as we have a reasonable residual
norm decrease. These results lead to a new implementation, which is conditionally backward sta-
ble, and, in a sense they explain the experimentally observed fact that the GCR [3] (also known
as ORTHOMIN [4]) method delivers very accurate approximate solutions when it converges fast
enough without stagnation.

REFERENCES
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Abstract
The application of discontinuous Galerkin methods to elliptic or parabolic problems dates back
to the 1970’s, see e.g. [1]. More recently their application to elliptic and parabolic problems has
gained interest again due to new developments, see [2]. As a consequence, solution methods for the
arising discrete problems became a field of active research. Multilevel methods for conforming as
well as for many nonconforming discretizations are well-established. For discontinuous Galerkin
methods multilevel- theory and practice are less developed. For the symmetric case multilevel
methods have been analyzed e.g. in [3]. The non-symmetric situation has been treated only on a
less rigorous level, see e.g. [4].

In this contribution we discuss a multilevel solver for discontinuous Galerkin discretizations. It
is based on overlapping block-iterative schemes. We apply the methods to different non-symmetric
discontinuous Galerkin discretizations of the Poisson equation, namely the OBB-, NIPG- and the
IIPG-scheme, see e.g. [5]. The solution behavior is investigated with respect to the penalty param-
eter and the problem size. It is shown that for certain combinations the resulting schemes are of
optimal complexity.
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Abstract
We aim to integrate incompressible Navier-Stokes equations describing the motion of a fluid in
a domain Ω ∈ IR2. General and open boundary conditions and mixed finite elements are used.
The velocity and pressure fields, the unknowns of the problem, can be splitted into small and large
scales by using hierarchical basis.
A autoadaptative multilevel approach is studied and implemented here: when a coarse level of
discretization is chosen, we solve only the equation for the large scale components. But, the effect
of the small scales cannot be neglected, this would introduce to much error. Deriving bounds on
the error introduced, we obtain estimates on the lengths of time during which the interaction terms
can be frozen.
Also, it has been shown that the notion of small and large scales should be local, the small scales
can have a negligible or important effect, depending on their positions and on the time. One possi-
bility to define a localized decomposition is to consider a decomposition of the domain Ω and, on
each subdomain, to use hierarchical basis.
Following the FETI ideas, the original problem is reduced to the interface problem which is for-
mulated as a dual one by the introduction of the stress vector, the dual variable of the velocity.
This vector, which components are interpreted as Lagrange multipliers, enforce the compatibility
at interface nodes.
A ”dual” Schur method is implemented on a parallel computer with distributed memory, where
each subdomain was assigned to an individual processor. Some numerical results for the lid-driven
cavity test and the flow past an obstacle, for Reynolds numbers corresponding to periodic regimes,
confirm our approach.
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Abstract
The simulation of the neutron transport inside a nuclear reactor leads to the computation of the
lowest eigen pair of a simplified transport operator T [1]. The numerical strategy at our disposal
today presents two drawbacks. On the one hand, the memory requirement is so high that certain
case studies cannot be carried out on standard workstations. On the other hand, the solver is
based on a conforming cartesian mesh, which does not allow us to locally refine the mesh in
zones of interest. The computation of the lowest eigen pair of T is done by computing the highest
eigenmode of T−1 with the power algorithm. At each iteration, a block Gauss-Seidel algorithm is
used to solve a linear system of the form Ax = b. For our application, one Gauss-Seidel iteration
is already sufficient to ensure the right convergence of the power algorithm. For the resolution of
the linear system, we propose a non overlapping domain decomposition based on the introduction
of Lagrange multipliers in order to deal with different numerical approximations (mesh size, finite
element order) between two adjacent subdomains [2]. The method performs well on simple test
cases provided that the linear system is solved sufficiently accurately. Furthermore, we present
results from parallel computations on up to 100 processors for an industrial test case.
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Abstract
Let us consider a large linear system, e.g. coming from the discretization of partial differential
equations. Using an iterative solver, let us describe the evolution of the error with a dynamical,
discrete-time linear system, controlled by an output feedback, see e.g. [1]. The choice of the
control technique, i.e. of the controller, a matrix, is fundamental; it can be simply noted that it
acts as the inverse of a preconditioner. We consider the application of well established techniques
taken from the automatic control theory, to the iterative solution of large linear systems. Therefore,
there is an intimate connection with the design of preconditioners. In general, an effective tech-
nique is the pole-placement, which for discrete-time systems can lead to a deadbeat condition, i.e.
to guarantee that the error vanishes in a finite number of iterations, but for large dimensions the
computational cost is too high. The construction of preconditioners with a partial pole-placement
technique [3] can be found in [2], which we refer for comparison. We propose two techniques, at
opposite sides: partial deadbeat control and PID autotuning. In the first, computationally expen-
sive, the characterization of the control action is quite difficult, since the controller is the result of
an inverse eigenvalue problem, while the behaviour of the error dynamics is simply imposed by
choosing the desired locations for the eigenvalues of the closed loop system matrix. In the second,
computationally cheap, the control action is simply proportional to the residual, its integral and
its derivative, while the error dynamics are not easily predictable. Here can help the autotuning:
the optimal parameters of the control algorithm are determined iteratively, according to the com-
puted residual. In this way, it determines a-posteriori the unknown relation between the desired
dynamics for the error and the variable PID control law. We show some preliminary results for
both techniques.
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Abstract
A new incomplete algorithm to factorize a positive definite symmetric matrix into triangular fac-
tors, LDLT factors and their inverses, at the same time, is presented. The method use the approach
based on the Sherman-Morrison formula [3] to compute an approximate inverse of the matrix.
In this algorithm the direct and inverse factors directly influence each other throughout the com-
putation, and if the dropping strategies of [2] are used a balance in the factors is achieved, helping
to control the conditioning of the factors.
The new approximate LDLT factorization is called Balanced Incomplete Factorization (BIF). Ex-
perimental results show that this factorization is very robust and may be useful in solving difficult
ill-conditioned problems by preconditioned iterative methods. The new approach exhibits shorter
setup times than RIF [1], a method of a similar and very high level of robustness.
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Abstract
The modelling of composite materials or fluid particle flows calls for efficient solvers of Poisson-
like problems on domains with (possibly many) holes or inclusions. After a description of the
native difficulties of the problem, we will give an overview of the several methods which have been
proposed to address this challenge, and present in detail some of them, paying a special attention
to numerical efficiency and conditionning aspects. Among the methods we plan to present, let us
mention the direct approach, based on a boundary-fitted (and therefore unstructured) mesh, and
fictitious domain methods (based on a global mesh which covers the whole region of interest),
like the Penalty Method, the Fat Boundary method, and some new variants of the Saddle Point
approach à la Glowinski.
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Abstract
The solution of the parametrized system

Ax = f with A = K − ω2M (1)

with K real symmetric, and M symmetric positive definite arises in applications, including struc-
tural engineering and acoustics. The parameter ω is often the frequency (or the wave number) and
lies in [ωmin, ωmax], which is the frequency interval where the numerical model is valid. Usually,
ωmax is determined by the level of mesh refinement. In many cases, ωmin = 0. The solution x is
called the frequency response function.

The traditional method in engineering is modal superposition where (1) is projected on the
eigenvectors associated with the eigenvalues of

Ku = λMu (2)

in Λ = [λmin, λmax], where λmin � ω2
min and λmax � ω2

max. This method is usually experi-
enced as very efficient when the eigenvectors and eigenvalues are available, since (1) is transformed
to a diagonal linear system. The practical problem is that it is not always clear how λmin and λmax

need to be chosen. For example, when ωmin = 0, we use λmin = 0 and λmax = ηω2
max with

η ∈ [2, 10].
Efficient methods for solving (1) have been developed over the last decade, in the context of

iterative linear system solvers for parametrized problems [?] [?], and the Padé via Lanczos method
in the context of modelreduction [?] [?] [?].

In this paper, we study the use of eigenvectors to precondition the Lanczos method from [?]
for solving (1). Modal superposition is used as a preconditioner to the parameterized Lanczos
method. This work is an extension of recycling Ritz vectors for the solution of linear systems with
multiple right-hand sides to parameterized linear systems with multiple right-hand sides. We show
a numerical example arising from structural analysis.
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Abstract
We present a multigrid solver for a multilevel adaptive finite element approximation of evolution
partial differential equations (PDEs).

The principle of the adaptation procedure, called CHARMS, is to refine/unrefine primarily
basis functions instead of meshes. More precisely, a parent/child relationship is stated between
basis functions belonging to Lagrange finite element spaces associated with successively nested
grids. The elementary refinement (resp. unrefinement) is then defined by the replacement of
parents (resp. children) by their children (resp. parents).

At a given time tn, the history of the time marching procedure, which involved many adapta-
tion stages, leads to a multilevel approximation space VJ of functions belonging to different levels
from the coarsest (level 1) to the finest (level J). Then a Galerkin method is used on the basis of
VJ to approximate the unknowns at time tn. The multilevel structure of VJ is further exploited to
design efficient preconditioners of the arising linear system: the multigrid framework is applied on
coarsened auxiliary embedded spaces V1 ⊂ · · · ⊂ VJ−1 ⊂ VJ . A coarse space V�−1 is obtained
from the immediately finer space V� by replacing all basis functions of level 	 by their parents.
The intergrid transfer operators are deduced from the natural injection V�−1 → V� which is easily
derived from the algebraic relationships between parent/child basis functions. Thus, the auxiliary
spaces V� are deduced from VJ but not from the adaptation procedure which leads to VJ .
Attractive features follow from this methodology:

• the same subdivision pattern is uniformly applied to all meshes ;
• the generated grids are nonconforming but the multilevel finite element approximation

spaces remain conforming by construction ;
• apart from the prolongation matrices, the multigrid algorithm if fully expressed in a pure

algebraic setting ;
• A large independence is maintained between the particular PDEs, the adaptation procedure,

the discretization scheme and the algebraic solver.
The capabilities of the presented numerical scheme are illustrated on various examples, including
the direct numerical simulation of multiphase flows with diffuse interface methods.
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Abstract
We develop the analysis of V-cycle multigrid, targeting results that are applicable to both geomet-
ric and algebraic multigrid methods. On one hand, we reformulate the classical abstract Succes-
sive Subspace Correction (SSC) theory (presented in [1][2]) adopting it to the algebraic multigrid
framework and improving the convergence rate estimate [3]. The resulting theory has a degree of
freedom, denoted by a set {Gk} of matrices. We investigate some particular choices for this set.

On the other hand, the well-known classical result due to Hackbusch (see [4]) is extended
to any reasonable smoother’s scaling. We also show that, when a particular set {Gk} is used
in the reformulated SSC theory, the resulting bound can be compared directly to the extended
Hackbusch’s result. The comparison of two bounds reveals their complementarity.

Finally, using the reformulated SSC and Hackbusch’s theories, we extend the classical scope
of Fourier analysis and show how it may be used to accurately predict the actual convergence of
V-cycle multigrid.
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Abstract
When the coefficients of a problem have jumps of several orders of magnitude and are anisotropic,
many preconditioners and domain decomposition methods suffer from plateaus in the convergence
due to the presence of very small isolated eigenvalues in the spectrum of the preconditioned linear
system. We investigate how adequate interface conditions can cope with this problem. Numerical
results are given and compared with other approaches.
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Abstract
We focus on domain decomposition methods for systems of PDEs (versus scalar PDEs). The Smith
factorization (a ”pure” algebra tool) is used systematically to derive new domain decompositions
methods for symmetric and unsymmetric systems of PDEs: the compressible Euler equations, the
Stokes and Oseen (linearized Navier-Stokes) problem. We will focus on the Stokes system. In
two dimensions the key idea is the transformation of the Stokes problem into a scalar bi-harmonic
problem. We show, how a proposed domain decomposition method for the bi-harmonic problem
leads to a domain decomposition method for the Stokes equations which inherits the convergence
behavior of the scalar problem. Thus, it is sufficient to study the convergence of the scalar algo-
rithm. The same procedure can also be applied to the three-dimensional Stokes problem.
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Abstract
Algebraic multigrid (AMG) methods are among the most efficient preconditioning techniques for
large linear systems arising from discretized PDEs. In this talk, we revisit the simplest and cheap-
est AMG scheme, based on so-called coarsening by aggregation. We show that the basic two–grid
scheme has convergence rate independent of the grid size. This is proved by developing the Fourier
analysis of several aggregation–based two–grid schemes for a model anisotropic problem [1]. With
a proper choice of the coarsening, the convergence rate is also uniformly bounded with respect
to the anisotropy ratio. To further obtain grid independent convergence with a truly multigrid
method, we consider so-called K–cycle multigrid [2], in which Krylov subspace acceleration is
used at every level. This makes multigrid methods significantly more robust, and optimal con-
vergence properties can be proved under mild conditions on the two–grid convergence rate. This
approach is combined with an automatic aggregation scheme for which the size of most aggre-
gates is equal to 4, independently of the problem peculiarities [3]. Numerical experiments indicate
that the resulting method is efficient and can be more robust than classical AMG methods. These
experiments include challenging convection–diffusion problems with high Reynolds number and
varying convective flow, as well as some problems from industrial chemistry. We also discuss the
parallelization of the method. The aggregation algorithm parallelizes in a natural way, and the
method achieves good algorithmic scalability. Timing results indicate that satisfactory speed up
can be obtained even on a relatively slow network, providing that the load per processor is kept
significant.

REFERENCES

[1] A. C. Muresan and Y. Notay, Analysis of aggregation–based multigrid, SIAM J. Sci.
Comput, 2008 (To appear).

[2] Y. Notay and P. S. Vassilevski, Recursive Krylov-based multigrid cycles, Numer. Lin.
Alg. Appl., 2008 (To appear).

[3] Y. Notay, An aggregation-based algebraic multigrid method Technical Re-
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Abstract
P. Sonneveld and M. van Gijzen devised the IDR(s) method from an extended IDR theorem[1]. The IDR(s)
method has excellent property compared with the conventional iterative methods in terms of efficiency of
convergence and necessary amount of memory. However, we rarely meet with stagnation of the relative residual
2-norm of the IDR(s) method during the iteration process. In the present article, we propose a strategy for
adaptively tuning of parameter s of the IDR(s) method when its residual 2-norm stagnates in the course of
iteration process.

We describe briefly an outline of adaptively tuning technique for parameter s of the IDR(s) (abbreviated as
AT IDR(s)) method.

• Let smin be an initial value of parameter s, and smax be maximum value of parameter s.
• Detect stagnation of relative residual 2-norm of IDR(s) method as below.

– Compute σn =
|||rn+1||2−||rn||2|

||rn||2
– If a state of σn < δ lasts in a succession of sentinel times, we regard that stagnation of IDR(s)

method occurred.
• When the above stagnation occurred, in case of s < smax, then we make increment as parameter s = s+1.
• When the above stagnation didn’t occur, in case of s > smin, then we set s = smin.

In Table 1, we present convergence of IDR(s) and AT IDR(s) methods for six test matrices. Let number of
sentinel be 20, and δ be 0.1. Parameter s varies from 1 upto 10, and we set smax = s + 2. In Table 1, ”conv.
cases” means number of successful converged cases. Table 1 verifies that number of successful converged cases
of AT IDR(s) method is much more than that of the original IDR(s) method. Table 1 demonstrates that the
proposed AT IDR(s) method can avoid the stagnation of residual, and converge efficiently.

Table 1: Convergence of IDR(s) and AT IDR(s) methods for six test matrices.
Matrix Method conv. ave. ave.

cases itr. time[sec.]

Airfoil2D
IDR(s) 0 - -

AT IDR(s) 9 259 0.88

Memplus
IDR(s) 0 - -

AT IDR(s) 10 526 1.31

Sme3Dc
IDR(s) 1 4354 314.14

AT IDR(s) 10 1447 107.88

Trans5
IDR(s) 0 - -

AT IDR(s) 10 275 6.15

UTM5940
IDR(s) 0 - -

AT IDR(s) 6 383 0.38

ViscoPlastic2
IDR(s) 0 - -

AT IDR(s) 10 1477 7.94
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Résumé
L’algorithme pararéel est une méthode d’integration en parallèle introduite par Lions, Maday

et Turinici ([?]) pour calculer la solution approximative de l’équation :

u′(t) = f(u(t)), t ∈ (0, T ), u(0) = u0, (1)

avec f : R
M → R

M et u : R → R
M . L’intervalle de temps (0, T ) est décomposé dans N

sous-intervalles Ωn = (Tn, Tn+1). En utilisant un propagateur G(tn, tn−1, x) qui donne une
approximation grossière de la solution de l’équation (1) avec condition initiale u(tn−1) = x et un
propagateur F (tn, tn−1, x) qui donne une approximation plus fine, l’algorithme commence avec
une approximation initiale Un

0 , pour n = 0, ..., N , obtenue par example à l’aide du propagateur
grossier G

U0
n+1 = G(tn+1, tn, U0

n), U0
0 = u0,

et pour chaque iteration k = 0, 1, ... on améliore l’approximation par :

Uk+1
n+1 = G(tn+1, tn, Uk+1

n ) + F (tn+1, tn, Uk
n) − G(tn+1, tn, Uk

n).

Dans [?], [?], [?] les autheurs ont montré que l’algorithme pararéel produit un speed-up pour les
ODEs d’odre un mais la méthode n’a pas le même potentiel pour les ODEs d’ordre deux. On
s’intéresse à résoudre en parallèle le système d’ordre deux :

Mq′′ + Dq′ + Kq = f(t), q(t0) = q0, q′(t0) = q′0. (2)

L’inefficacité de l’algorithme classique pour (2) a comme cause un phénomène de résonance quand
on calcule G(tn+1, tn, Uk+1

n − Uk
n). En suivant une idée de Farhat et al. ([?]) on va modifier

l’algorithme pararéel classique : on approxime l’évolution de Uk+1
n −Uk

n de manière plus exacte en
utilisant le propagateur F pour la partie de Uk+1

n −Uk
n dont on sait son evolution et le propagateur

G pour la partie restante. Une analyse mathématique pour cette méthode est donnée.
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Abstract
In this lecture, we consider several approaches for solving large symmetric eigenvalue problems
when the operator is defined via a domain decomposition technique. We focus primarily on those
methods that are most suitable for parallel computing platforms. We assume that the operator is
defined on the union of overlapping subdomains. Further, we assume that for each subdomain it
is possible to compute eigenpairs of the restriction operator. The eigenvalues sought could be at
either end of the spectrum or in the interior as well. We outline the difficulties encountered when
using some of the most common approaches for handling the symmetric eigenvalue problem, and
describe in detail our preferred scheme for refining a set of approximate eigenpairs [1, 2, 3]. In
addition, we describe an alternative scheme based on the Lanczos algorithm without reorthogonal-
ization but with a special procedure for discarding spurious eigenvalues. We compare our solvers
with the Lanczos scheme with full and partial reorthogonalization using a shift-and-invert proce-
dure. We conclude with a summary outlining the relative advantages or flaws of these approaches.
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Abstract
Xenon-135 is a nuclear fission product which is known to be at the origin of undesired neutron
density axial oscillations of about one day period in pressurized water reactors. Xenon dynamics
coupled to the fission product Iodine-135 dynamics are a non linear phenomenon which represents
a challenge for oscillation prediction.
In order to improve xenon estimation in nuclear plants, several models have been proposed. These
models require gauging in the form of parameter estimation such as presented in [1]. We inves-
tigate the feasibility of using data assimilation methods such as variational methods for a better
estimation of initial 1D concentrations of Xenon and Iodine. The goal of variational methods is to
minimize difference measure between the model and the data represented by a cost function.
Cost function spaces are quite small for our studies (around one hundred degrees of freedom)
which will not be the case for industrial 3D studies. We compare three different minimization
methods: Gauss-Newton [2], limited BFGS method [3] and an 4DVAR incremental approach
where in the inner loop one minimizes the cost function linearized in a point updated until conver-
gence of the outer loop. Our results show that the third method converges to the global minimum
in very few iterations whereas the other two methods exhibit slow convergence or stall. We inves-
tigate the reasons of the failure of the first two methods.
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Abstract
In this study, we focus on developing an efficient solver for electromagnetic and acoustic scatter-
ing problems. In order for a finite difference (or finite element) discretization to satisfy a given
accuracy, it is necessary for the number of grid points to grow quadratically in the wavenumber
([1]). We will focus on solving discretized Helmholtz equation by Krylov methods with a novel
efficient preconditioner for various values of the wavenumber. During the two last decades, many
researchers contributed to the development of this field, which remains of great interest for a vari-
ety of applications ([2], [3], [4]). This study is designed to prove that multilevel preconditioning
can be a method of choice to solve large-scale indefinite linear complex system arising from finite
difference discretization of our boundary value problem ([5]). Moreover, from an approximate
solution of the Helmholtz equation, it is possible to build a specific multilevel method being well
adapted to our problem.
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Abstract
We describe a MATLAB implementation of the method LSTRS for the large-scale trust-region
subproblem:

min
1

2
xT Hx + gT x subject to ‖x‖2 ≤ Δ, (1)

where H is an n × n, real, large, symmetric matrix, g is an n-dimensional real vector, and Δ is a
positive scalar. Problem (1) arises in connection with the trust-region globalization strategy in op-
timization. A special case of problem (1), namely, a least squares problem with a norm constraint,
is equivalent to Tikhonov regularization for discrete forms of ill-posed problems.

LSTRS is based on a reformulation of the trust-region subproblem as a parameterized eigen-
value problem, and consists of an iterative procedure that finds the optimal value for the parameter.
The adjustment of the parameter requires the solution of a large-scale eigenvalue problem at each
step. The method relies on matrix-vector products only and has low and fixed storage requirements,
features that make it suitable for large-scale computations. In the MATLAB implementation, the
Hessian matrix of the quadratic objective function can be specified either explicitly, or in the form
of a matrix-vector multiplication routine. Therefore, the implementation preserves the matrix-free
nature of the method. The MATLAB implementation offers several choices for the eigenvalue
calculation and it also allows the users to specify their own eigensolver routine.

We present a brief description of the LSTRS method and describe the main components and
features of the MATLAB software. We include comparisons with state-of-the-art, large-scale tech-
niques for problem (1). We present examples of use of the software as well as results from the
regularization of large-scale discrete forms of ill-posed problems.
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Institute of Computer Science.
Academy of Sciences of the Czech Republic.
CZ 182 07 Prague 8, Czech Republic.

Abstract
For large–scale saddle point problems, the application of exact iterative schemes and precondition-
ers may be computationally expensive. In practical situations, only approximations to the inverses
of the diagonal block or the related cross-product matrices are considered, giving rise to inexact
versions of various solvers. Therefore, the approximation effects must be carefully studied. In
this talk we study numerical behavior of several iterative Krylov subspace solvers applied to the
solution of large-scale saddle point problems. Two main representatives of the segregated solution
approach are analyzed: the Schur complement reduction method, based on an (iterative) elimi-
nation of primary variables and the null-space projection method which relies on a basis for the
null-space for the constraints. We concentrate on the question what is the best accuracy we can get
from inexact schemes solving either Schur complement system or the null-space projected system
when implemented in finite precision arithmetic. The fact that the inner solution tolerance strongly
influences the accuracy of computed iterates is known and was studied in several contexts.

In particular, for several mathematically equivalent implementations we study the influence
of inexact solving the inner systems and estimate their maximum attainable accuracy. When con-
sidering the outer iteration process our rounding error analysis leads to results similar to ones
which can be obtained assuming exact arithmetic. The situation is different when we look at the
residuals in the original saddle point system. We can show that some implementations lead ulti-
mately to residuals on the the roundoff unit level independently of the fact that the inner systems
were solved inexactly on a much higher level than their level of limiting accuracy. Indeed, our
results confirm that the generic and actually the cheapest implementations deliver the approximate
solutions which satisfy either the second or the first block equation to the working accuracy. In
addition, the schemes with a corrected direct substitution are also very attractive. We give a the-
oretical explanation for the behavior which was probably observed or it is already tacitly known.
The implementations that we pointed out as optimal are actually those which are widely used and
suggested in applications.
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Abstract
Many practical situations require the solution of highly indefinite linear systems of equations.
Among these are systems which arise from the Helmholtz equation or the very irregularly struc-
tured systems that are obtained from circuit simulation for example. This talk will discuss pre-
conditioning techniques which emphasize robustness. One such technique is based on combining
two-sided permutations with a multilevel approach. The nonsymmetric permutation technique
exploits a greedy strategy to put large entries of the matrix in the diagonal of the upper leading
submatrix. This leads to an effective incomplete factorization preconditioner for general nonsym-
metric, irregularly structured, sparse linear systems. The algorithm is implemented in a multilevel
fashion and borrows from the Algebraic Recursive Multilevel Solver (ARMS) framework. Prelim-
inary parallel implementations using a Domain Decomposition framework will also be discussed.
Illustrations with the Helmholtz equations and problems arising from an application in quantum
transport will be reported.
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C.U. de la Mi-Voix, 50 rue F. Buisson,
B.P. 699, 62228 Calais, Cedex, France.
Ahmed.Salam@lmpa.univ-littoral.fr

Abstract
The aim of this paper is to present a new SR-factorization, based on a variant of SRDECO or
SROSH algorithms and then, to derive a new symplectic QR-like algorithm for solving real alge-
braic Riccati equation.

Keywords. Skew-symmetric inner product, symplectic Householder transformations,
SR factorization, structure and symplectic orthogonality preservation, Hamiltonian eigen-
value problem, numerical stability.
MSC : 65F15, 65F50
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Abstract
In this talk we consider a Poisson-type equation in two and three dimensions with a highly varying
coefficient, i. e.,

−∇ · [α∇u] = f in Ω ,

and with some Dirichlet and/or Neumann boundary conditions on ∂Ω. We are interested in solvers
of the underlying finite element system which are robust with respect to the variation in α(·) as
well as to mesh refinement. A great success has been made with FETI-type domain decomposition
methods: If the domain Ω can be decomposed into regular subdomains Ωi where α(·) is constant
(or at least only slightly varying) on each of the subdomains, one can construct robust precon-
ditioners for the iterative solution of the discretized PDE. It has been shown that the condition
number of the preconditioned system behaves like

O(max
i

(1 + log(Hi/hi))
2) ,

where Hi denotes the subdomain diameter and hi the subdomain mesh size. This estimate is
independent of the values of α, and in particular of the jumps across subdomain interfaces.

In the present work, we generalize these standard results on FETI methods. We have two ap-
plications in mind: (i) the case of coefficient jumps not aligned with the subdomain interfaces, and
(ii) highly varying coefficients within the subdomains. The latter situation appears for example
when considering Newton linearizations of nonlinear magnetic field problems. We propose mod-
ifications of the standard FETI preconditioners which depend only (very mildly) on the variation
of the coefficients near the interfaces. If we assume for each subdomain Ωi, that the coefficient
varies only mildly near the boundary, i. e., α(x)

α(y)
≤ α∗

i for all x, y that are less than ηi away from
the boundary ∂Ωi, but varies arbitrarily otherwise, we can even give a rigorous analysis. In this
case we can show that the condition number can be bounded by

C max
i

(
α∗

i

(Hi

ηi

)2

(1 + log(Hi/hi))
2
)

,

both in 2D and 3D. Provided the minimum of α in each subdomain Ωi is attained in the boundary
layer, this bound can be improved to linear dependence on Hi/ηi. This is confirmed in numerical
experiments.
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Abstract
Simulation of the motion of an incompressible fluid and the transport of chemicals in porous me-
dia is a very challenging problem. In deterministic groundwater flow modelling, inputs such as
material properties, boundary conditions and source terms are assumed to be known exactly. The
so-called Stochastic Finite Element Method provides a framework for incorporating statistical in-
formation about spatial variability in material parameters so that more comprehensive information
about the flow can be obtained. Instead of perform- ing multiple deterministic simulations, one
large calculation is performed incorporating assumed statistics of the random inputs. The output
can be post-processed to determine probabilistic information such as the expected concentration of
a chemical in the ground- water at a nuclear waste storage site. This methodology will be reviewed
in the talk with a particular focus on computational efficiency. If stochastic finite element methods
are to be competitive with traditional Monte Carlo methods based on multiple realisations then
we need fast and robust linear algebra techniques to solve the large indefinite systems that arise.
We describe a generic block preconditioning technique for such systems with the property that the
eigenvalues of the preconditioned matrices are contained in intervals that are bounded indepen-
dently of the mesh size. An attractive feature is that the basis of the preconditioning is a readily
available building block; namely, a scalar diffusion solve based on an algebraic multigrid V-cycle.

This is ongoing work with Oliver Ernst and Elisabeth Ullmann from Freiberg and with Cather-
ine Powell from the University of Manchester. It is supported by the DAAD and British Council
under ARC collaborative project grant 1279.
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Abstract
We will discuss the relation between IDR(s) [2] and Bi-CGSTAB [3] and we will show how the
IDR ideas can be incorporated in Bi-CGSTAB and visa versa. The BiCGstab(	) [1] variant has
some computational advantages that will be illustrated as well.
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Abstract
The Induced Dimension Reduction-theorem is the basis for the IDR(s) algorithms, a recent family
of Krylov methods for solving large sparse non-symmetric linear systems. The IDR-theorem is
about a sequence of spaces instead of a sequence of (Krylov-)vectors, in contrast with the theoret-
ical background for other Krylov solvers.

The IDR-theorem can be formulated as follows: Let there be given a square N×N real matrix
A, an arbitrary nonzero vector x in �N , and a sequence of non-zero numbers ω1, ω2, ω3, . . .. Let
G0 = K(A, x), the full Krylov subspace associated with A and x, and let S be an arbitrary proper
subspace of G0. Then the sequence of spaces Gj constructed by the mapping process

Gj = (I − ωjA)(Gj−1 ∩ S)

satisfies
1. Gj is a proper subspace of Gj−1 for 1 ≤ j ≤ M for some M ≤ N

2. Gj ≡ Gj−1 for j > M

The shrinking property of the space-sequence was originally proved using a dimension argument,
which explains the chosen name. If S is chosen randomly, then GM = {0} with probability 1.

This theorem, which has been published in [1] is about 30 years old now. Although it is rather
simple to read an understand, and also easily proved, the relation between the theorem and iterative
linear solvers appears to be not at all obvious. Interested collegues put the question ”How do you
arrive at such an idea to found an algorithm?”

The author has had the same question about a lot of mathematical ideas of others, and seldom
got answers from them, often because they lived in famous centuries, and weren’t available any-
more. Nevertheless, in his opinion as a teacher, these questions should be answered. Therefore in
this lecture will be described the ‘birth’ of the theorem, the first practical use, an explanation for
its early abandonment, and the reason for its recent reanimation.
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Abstract
The goal of the proposed talk is to compute accurate and fast anisotropic diffusion of images af-
fected by a specific noise, called speckle. This multiplicative and locally correlated noise is due to
destructive interference of signals reflected from scatters within a single resolution cell. It is com-
mon in ultrasound and optical coherence tomography medical images. It reduces their contrast
and the quantity of information perceived, leading to inaccurate medical decisions. Most existing
techniques to reduce speckle ([?, ?, ?, ?]) suffer one or several of these limitations: insufficient
noise attenuation, insufficient edge preservation, instability or slowness of the method. In a previ-
ous work [?], we proposed a robust, speckle reducing anisotropic diffusion that adresses the first
two limitations, i.e. insufficient noise attenuation and edge preservation. The proposed talk deals
with all the mentioned previous limitations by solving the following non linear boundary values
problem of diffusion (see [?]) in a rectangular domain Ω = [0, a]× [0, b] with Neumann boundary
conditions ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂u
∂t

− div(c.grad(u)) = 0, everywhere in Ω, 0 < t ≤ T,

∂u(x,y,t)
∂n |∂Ω

= 0, ∀t ∈ [0, T ] (Boundaries Conditions),

u(x, y, 0) = u0(x, y), (Initial Conditions),

where ∂Ω is the boundary of the domain Ω, u = u(x, y, t) is the intensity, T > 0, is a strictly
positive real number and in which the positive coefficient of diffusion c = c(x, y, t, u) depends
of the intensity u. In this original study, we propose a time marching semi-implicit discretization
scheme in which the consistency and the stability of the global scheme is studied. Moreover,
at each time step, it is necessary to solve a large linear algebraic systems by iterative methods
such as (S.S.O.R. preconditionned) conjugate gradient method, or Schwarz alternating method
which allows decreasing the ellapsed time by using parallel facilities. For both previous iterative
methods, we analyse convergence (see particularly [?]-[?], [?] and [?]). Experimental sequential
results concerning synthetic, ultrasound and optical coherence tomography medical images are
also presented.
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Abstract
The Schwarz method can be used for the iterative solution of elliptic boundary value problems on
a large domain Ω. One subdivides Ω into smaller, more manageable, subdomains and solves the
differential equation in these subdomains using appropriate boundary conditions. Schwarz-Robin
methods use Robin conditions on the artificial interfaces forinformation exchange at each itera-
tion. Optimized Schwarz Methods (OSM) are those in which one optimizes the Robin parameters.
While the convergence theory of classical Schwarz methods (with Dirichlet conditions on the arti-
ficial interface) is well understood, the overlapping Schwarz-Robin methods still lack a complete
theory. In this paper, an abstract Hilbert space version of the OSM is presented, together with an
analysis of conditions for its convergence. It is also shown that if the overlap is relatively uniform,
these convergence conditions are met for Schwarz-Robin methods for two-dimensional elliptic
problems, for any positive Robin parameter. In the discrete setting, we obtain that the convergence
rate ω(h) varies like a polylogarithm of h. Numerical experiments show that the methods work
well and that the convergence rate does not appear to depend on h.
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Abstract
In many circumstances, a known good preconditioner is not easily computable. Instead, an ap-
proximation to it is available. This is the case, for example, when the preconditioner has an inverse
associated with it, such as in Schur complements (e.g., in saddle point problems), or in the reduced
Hessian in some control problems. The application of the preconditioner implies then an iterative
solution of a linear system. In these cases, the question is: how accurately to solve the (inner)
iteration? In our work on Inexact Krylov methods, we have shown that the inner iterations can be
solved progressively less accurately, as the underlying Krylov method (e.g., GMRES) converges
to the overall solution. Computable inner stopping criteria were developed to guarantee conver-
gence of the overall method. We will discuss these criteria, and illustrate its application to several
problems. Currently, we are applying these ideas to parabolic control problems, where the reduced
Hessian has two different inverses; and thus two inner iteration criteria
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Abstract
In the past few years a lot of attention has been paid in the multigrid solution of multilevel struc-
tured (Toeplitz, circulants, Hartley, sine (τ class) and cosine algebras) linear systems whose co-
efficient matrix is Hermitian positive definite and banded in a multilevel sense. In the present
communication we review the optimality theoretical results of available algebraic multigrid pro-
cedures. Moreover, we analyze in depth a suitable procedure modification in order to handle Her-
mitian positive definite structured-plus-banded uniformly bounded linear systems. In such a way,
several linear systems arising is applications, as elliptic PDEs with various boundary conditions
and image restoration problems, can be efficiently solved in linear time (with respect to the size
of the algebraic problem). As a conclusion, a wide set of numerical tests is presented and discussed.
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Abstract
For various applications, it is well-known that a two-level conjugate gradient method is an efficient
method for solving large and sparse linear systems. A combination of traditional and projection-
type preconditioners is used to get rid of the effect of both small and large eigenvalues of the
coefficient matrix. The resulting projection methods are known in literature, coming from the
fields of deflation, domain decomposition and multigrid. At first glance, these methods seem to
be different. However, from an ab- stract point of view, it can be shown that some of them are
closely related to each other and some of them are even equivalent. The aim of this talk is to
compare these two-level PCG methods both theoretically and numerically. We investigate their
equivalences, robustness, spectral and convergence properties. We end up with a suggestion of a
two-level preconditioner, that is as robust as the abstract balancing preconditioner and nearly as
cheap and fast as the deflation preconditioner.
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Abstract
The Aitken-Schwarz DDM [3] accelerates the convergence to the solution of the Schwarz DDM
at the artificial interfaces using the Aitken acceleration technique. This uses the purely linear
convergence property of the Schwarz due to the Dirichlet to Neumann linear mapping for elliptic
problem [4]. Numerical efficiency on large 3D elliptic problems with separable operators can
be found in [1]. For non separable operator, the explicit construction of the error operator at the
artificial interfaces with respect to a nonuniform Fourier orthogonal basis associated to the interface
discretisation is developed. We then have a framework to develop an adaptive construction of the
acceleration matrix according to numerical a posteriori estimate of the Fourier mode behavior of
the solution at artificial interface [2]. Result on the robustness of this kind of preconditionning of
DDM has been validated on the Darcy problem with large contrasts in the permeability coefficients
and on some test problems characterized by typical difficulties in Domain Decomposition.
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Abstract
Radar cross section prediction techniques are used to determine the radar signature of a military
platform when the radar signature can not be determined experimentally. For jet aircraft the radar
cross section for forward observation angles is dominated by the contribution of the open ended
cavity formed by the engine air intake. This cavity is characterized by its large depth, curved cen-
terline and nonuniform cross section, for which the scattering characteristics can not by analyzed
by asymptotic methods. Jin et al. [1] have published a numerical method based on a higher order
finite element discretisation of the Maxwell equations, where the resulting linear system is solved
by means of a (direct) frontal solution method . Because application of the frontal solution algo-
rithm is prohibitively expensive for the analysis of large cavities, alternative approaches have been
investigated, based on an iterative nonstationary linear solver. ’Standard’ preconditioning tech-
niques are generally not very effective for improving the convergence rate of the iterative solution
of the discretised Maxwell equations at high wave numbers. Relatively recently the shifted Laplace
preconditioner was introduced by Erlangga (see e.g. [2] ) for very efficient preconditioning of it-
erative solution of the discretised Helmholtz equation. This technique has been extended from the
scalar Helmholtz equation to the Maxwell vector wave equation. The details of this extension will
be discussed and initial results obtained with this preconditioning strategy for the solution of the
Maxwell vector wave equation for the analysis of cavity scattering are presented.
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Abstract
Graph-theoretic ideas have become very useful in understanding modern large-scale data-mining
techniques. We show in this talk that ideas from optimization are also quite useful to better under-
stand the numerical behavior of the corresponding algorithms. We illustrate this claim by looking
at two specific graph theoretic problems and their application in data-mining. The first problem is
that of reputation systems where the reputation of objects and voters on the web are estimated; the
second problem is that of estimating the similarity of nodes of large graphs. These two problems
are also illustrated using concrete applications in data-mining.
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Abstract
The IDR theorem provides a new way for constructing iterative algorithms for solving nonsym-
metric linear systems of equations. The talk will explain how such an IDR-based algorithm, which
we called IDR(s) [3], can be constructed. It will also explain which freedom there is to develop
algorithmic variants. The efficiency of IDR(s) will be demonstrated with test problems from dif-
ferent application areas. Comparison with established methods like GMRES [1], Bi-CGSTAB [4],
and BiCGstab(	) [2] shows a competitive and often superior performance for IDR(s) for important
problem classes.
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Abstract
We are using a Finite Element Method [Sepran] to solve various CFD problems, originating from
industrial and biological applications. For many applications we are moving from two dimensional
problems to three dimensional models. For this problems the memory and CPU time requirements
are very high. Therefore we need fast parallel iterative methods in order to compute the solution
in reasonable time.

For the parallelization of the Finite Element simulation, the grid is decomposed in a number
of subgrids. Every element is only part of one subdomain. The construction of the FEM matrix
is done per subdomain. Note that these subdomain-matrices are singular for subdomains, which
are not connected to a Dirichlet or Robins boundary. The right-hand-side vector is also formed in
this way. In order to obtain the global right-hand-side vector we sum up the local right-hand-side
vectors in interface points. We use a preconditioned Krylov solver for the linear system. All the
vectors used in the solver are stored as global vectors.

Preconditioned Krylov solvers consists of four building blocks: vector update, inner product,
matrix vector product and preconditioner vector product. For the parallel implementation we use
Fortran and MPI. The parallelization of the vector update is straightforward. For the inner product
we first form the local inner products keeping into account that the interface values are used more
than once. Thereafter a global inner product is formed. The matrix vector product is first done
per block. Then the results on the interfaces are sent to the neighboring blocks and summed up.
Finally for the preconditioner we use a block variant. We have to keep in mind that some of the
subdomain-matrices are singular. The resulting method works fine but is not scalable. When the
number of subdomains increases the number of iterations increases. In order to make the method
scalable we add a deflation technique. Other second-level preconditioners are: additive coarse grid
correction and abstract balancing. We give some theoretical and numerical comparisons of these
acceleration methods.
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Abstract
The numerical modeling of laminar reacting gas flows in CVD (Chemical Vapor Deposition) pro-
cesses commonly involves the solution of convection-diffusion-reaction equations for a large num-
ber of reactants and intermediate species. These equations are stiffly coupled through the reaction
terms, which typically include dozens of finite rate elementary reaction steps with largely varying
rate constants [2].

In this paper various numerical schemes for transient simulations of laminar reacting gas flows
are compared in terms of efficiency, accuracy and robustness. It is concluded that, for time-accurate
transient simulations of the stiff chemistry problems in CVD the conservation of the non-negativity
of the species concentrations is much more important, and much more restrictive towards the time
step size, than stability. For this reason we restrict ourselves in the remainder of this paper to the
first order Euler Backward method.

Since the positivity of the solution is very important, the use of Newton methods to solve the
non-linear problems is only feasible in combination with direct solvers. If iterative methods are
used, it appears that the approximate solutions may have small negative elements. In order to
prevent this, we use a projected Newton method [1]. This method is known in optimization appli-
cations, but it is not well known in the area of reacting flows. Since the number of reacting species
is high (over 50 species) the resulting linear systems are large and sparse. Iterative methods are
suitable candidates to solve such systems. We use preconditioned Krylov methods as solvers. In
this paper various preconditioners are presented and compared. Choosing the best preconditioners
combined with the projected Newton method enables us to solve problems on a 50× 50× 50 grid
with 50 chemical species.
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Abstract
Recently, the Levenberg-Marquardt (LM) method has been used for solving systems of nonlinear
equations with nonisolated solutions. Under certain conditions it converges Q-quadratically to a
solution. The same rate has been obtained for inexact versions of the LM method. In this paper the
LM method will be called robust if the magnitude of the regularization parameter occurring in its
subproblems is as large as possible without decreasing the convergence rate. For robust LM meth-
ods the paper shows that the level of inexactness in the subproblems can be increased significantly.
As an application, the local convergence of a projected robust LM method is analyzed.

70



Quantum Chemistry: a Challenge for Numer-
ical Analysis

Harry Yserentant
Institut für Mathematik
Technische Universität Berlin, Germany.

Abstract
The basic equation of almost all quantum chemistry is the Schrödinger equation. It decribes a
system of electrons and nuclei that interact by Coulomb attraction and repulsion forces. The much
slower motion of the nuclei is usually separated from that of the electrons. This results in the
electronic Schrödinger equation, the problem to find the eigenvalues and eigenfunctions of the
electronic Schrödinger operator. Solutions of this equation depend on 3N variables, three spatial
dimensions for each of the involved N electrons. Approximating the solutions is thus inordinately
challenging, and it is conventionally believed that a reduction to simplified models, such as those
of the Hartree-Fock method or density functional theory, is the only tenable approach. We will
indicate why this conventional wisdom need not to be ironclad: the unexpectedly high regularity
of the solutions, which increases with the number of electrons, the decay behavior of their mixed
derivatives, and their antisymmetry enforced by the Pauli principle contribute properties that allow
these functions to be approximated with an order of complexity which comes arbitrarily close
to that for a system of one or two electrons, depending on the spin configuration. The hope is
that such properties can help to develop true discretizations of the Schrödinger equation and to
incorporate recent concepts from numerical analysis into the fascinating and important field of
quantum chemistry.
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